
	Gravita(onal-waves/  
Electromagne(c	counterparts	 

modeling	for 
	Neutron	star	binaries

2019.2.15	@The	5th	KAGRA	Interna5onal	Workshop

Kyohei	Kawaguchi	
ICRR,	The	University	of	Tokyo  

Collaborator:	Kenta	Kiuchi,	Koutarou	Kyutoku,	Tatsuya	Narikawa,	  
Yuichiro	Sekiguchi,	Masaru	Shibata,	Hideyuki	Tagoshi,	 
Masaomi	Tanaka,	Keisuke	Taniguchi,	Nami	Uchikata



Compact binary mergers
• Compact Binaries: Binary system composed of  

black holes (BHs) and/or neutron stars (NSs) 

• Compact binaries efficiently emit gravitaBonal waves 
shrinking their orbital separaBon, and the objects 

eventually merge-> compact	binary	mergers	

• Compact binary mergers are among  
the main targets of ground-based gravitaBonal-wave 
detectors, 
such as LIGO, Virgo, Ligo-India, and KAGRA 

• Since 14th of September 2015, many GW events 
have been detected 

• Binary BH (BBH; BH-BH) 

• GW150914, GW151012, GW151226, 
GW170104, GW170608, GW170809, 
GW170814, GW170817, GW170818, GW170823 

• Binary	NS	(BNS;	NS-NS)  
GW170817

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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Neutron star binary mergers
• GravitaBonal waveform of a binary merger contains  

rich physical informaBon of the source  
(masses, spins, distance, inclinaBon, etc…)  

• In parBcular, if	the	binary	contains	a	NS,  
the informaBon of the internal structure  
 of the NS can be extracted 

• During the inspiral, a NS is deformed by the Bdal force 
of the companion object. DeformaBon of a NS (s) 
accelerates the orbital shrinking, and modifies 
gravitaBonal waveforms 

• From the observed waveforms,  
the	%dal	deformability of a NS can be extracted 

• The Bdal deformability reflects the internal structure of 
a NS, and it can constrain  
the	NS	equa(on	of	state	(EOS)

（dimensionless）tidal deformability

��Tidal
GW (t)

Modification in the GW phase 

Tidal deformation

Quadrupole tidal field
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ElectromagneBc Counterparts 
to NS binary mergers

• Various transient EM counterparts are 
proposed for NS binary mergers 

• for example, 

• short-hard gamma-ray-burst 

• Aberglow 

• cocoon emission 

• kilonovae/macronovae 

• radio flare, etc. 

• Host galaxy idenBficaBon, remnant 
properBes, source environment  

• Possible synthesis site of r-process nuclei
Ref:	B.	Metzger	and	E.	Berger	2012
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GW170817
• On 17th of August 2017,  

LIGO and Virgo reported  
the first detecBon of gravitaBonal waves from  
a binary NS (BNS; NS+NS binary) merger 

• Binary parameters were constrained Bghtly as 
ever was, and the	(dal	deformability	is indeed 
measured (constrained) in this event 

• Independent analysis of parameter esBmaBon is 
performed by several groups 
employing several waveform models 
and assumpBons

∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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the posterior for ⇤̃, goes to zero in the limit ⇤̃ ! 0. To
avoid the misinterpretation that there is no evidence for
⇤̃ = 0, we reweight the posterior for ⇤̃ by dividing by the
prior used, e↵ectively imposing a flat prior in ⇤̃. In prac-
tice, this is done by dividing a histogram of the posterior
by a histogram of the prior. The resulting histogram is
then resampled and smoothed with kernel density esti-
mation. We have verified the validity of the reweighting
procedure by comparing the results to runs where we fix
⇤2 = 0 and use a flat prior in ⇤̃. This di↵ers from the
reweighting procedure only in the small, next-to-leading-
order tidal e↵ect.

After reweighting there is still some support at ⇤̃ = 0.
For the high-spin prior, we can only place a 90% upper
limit on the tidal parameter, shown in Fig. 11 and listed
in Tables II and IV. For the TaylorF2 model, this 90% up-
per limit can be directly compared to the value reported
in [3]. We note, however, that due to a bookkeeping error
the value reported in [3] should have been 800 instead of
700. Our improved value of 730 is ⇠ 10% less than this
corrected value. As with the ⇤1–⇤2 posterior (Fig. 10),
the three models with the NRTidal prescription predict
90% upper limits that are consistent with each other and
less than the TaylorF2 results by ⇠ 10%. For the low-
spin prior, we can now place a two-sided 90% highest
posterior density (HPD) credible interval on ⇤̃ that does
not contain ⇤̃ = 0. This 90% HPD interval is the smallest
interval that contains 90% of the probability.

The PDFs for the NRTidal waveform models are bi-
modal. The secondary peak’s origin is the subject of
further investigation, but it may result from a specific
noise realization, as similar results have been seen with
injected waveforms with simulated Gaussian noise (see
Fig. 4 of [135]).

In Fig. 11 we also show posteriors of ⇤̃ (gray PDFs)
predicted by the same EOSs as in Fig. 10, evaluated us-
ing the masses m1 and m2 sampled from the posterior.
The sharp cuto↵ to the right of each EOS posterior cor-
responds to the equal mass ratio boundary. Again, as in
Fig. 10, the EOSs MS1, MS1b, and H4 lie outside the
90% credible upper limit, and are therefore disfavored.

The di↵erences between the high-spin prior and low-
spin prior can be better understood from the joint pos-
terior for ⇤̃ and the mass ratio q. Figure 12 shows these
posteriors for the PhenomPNRT model without reweight-
ing by the prior. For mass ratios near q = 1, the two
posteriors are similar. However, the high-spin prior al-
lows for a larger range of mass ratios, and for smaller
values of q there is more support for small values of ⇤̃.
If we restrict the mass ratio to q >⇠ 0.5, or equivalently
m2

>⇠ 1 M�, we find that there is less support for small
values of ⇤̃, and the two posteriors for ⇤̃ are nearly iden-
tical.

To verify that we have reliably measured the tidal
parameters, we supplement the four waveforms used in
this paper with two time-domain EOB waveform models:
SEOBNRv4T [75, 136] and TEOBResumS [74]. SEOB-
NRv4T includes dynamical tides and the e↵ects of the
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FIG. 11. PDFs of the combined tidal parameter ⇤̃ for the
high-spin (top) and low-spin (bottom) priors. Unlike in Fig. 6,
the PDFs have been reweighted by dividing by the origi-
nal prior for ⇤̃ (also shown). The 90% HPD credible in-
tervals are represented by vertical lines for each of the four
waveform models: TaylorF2, PhenomDNRT, SEOBNRT, and
PhenomPNRT. For the high-spin prior, the lower limit on
the credible interval is ⇤̃ = 0. The seven gray PDFs are
those for the seven representative EOSs using the masses es-
timated with the PhenomPNRT model. Their normalization
constants have been rescaled to fit in the figure. For these
EOSs, a 1.36M� NS has a radius of 10.4 km (WFF1), 11.3 km
(APR4), 11.7 km (SLy), 12.4 km (MPA1), 14.0 km (H4),
14.5 km (MS1b), and 14.9 km (MS1).

spin-induced quadrupole moment. TEOBResumS incor-
porates a gravitational-self-force re-summed tidal poten-
tial and the spin-induced quadrupole moment. Both
models are compatible with state-of-the-art BNS numer-
ical simulations up to merger [77, 137].

Unfortunately, these waveform models are too expen-
sive to be used for parameter estimation with LALIn-
ference. We therefore use the parallelized, but less
validated parameter estimation code RapidPE [78, 79].
This code uses a di↵erent procedure from the standard
LALInference code for generating posterior samples
and allows for parameter estimation with significantly
more expensive waveform models. For each point in the
intrinsic parameter space, RapidPE marginalizes over
the extrinsic parameters with Monte Carlo integration.
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FIG. 4. Marginalized posteriors for the binary inclination
(✓JN) and luminosity distance (DL) using a uniform-in-volume
prior (blue) and EM-constrained luminosity distance prior
(purple) [104]. The dashed and solid contours enclose the
50% and 90% credible regions respectively. Both analyses
use a low-spin prior and make use of the known location of
SSS17a. 1-D marginal distributions have been renormalized
to have equal maxima to facilitate comparison, and the ver-
tical and horizontal lines mark 90% credible intervals.

gle ✓JN = 151+15
�11 deg (low-spin) and ✓JN = 153+15

�11 deg
(high spin). This measurement is consistent for both the
high-spin and low-spin cases, since the EM measurements
constrain the source of GW170817 to higher luminosity
distances and correspondingly more face-on inclination
values. They are also consistent with the limits reported
in previous studies using afterglow measurements [108]
and combined GW and EM constraints [104, 109, 110] to
infer the inclination of the binary.

B. Masses

Owing to its low mass, most of the SNR for GW170817
comes from the inspiral phase, while the merger and
post-merger phases happen at frequencies above 1 kHz,
where LIGO and Virgo are less sensitive (Fig. 1). This
is di↵erent than the BBH systems detected so far,
e.g. GW150914 [111–114] or GW170814 [52]. The inspiral
phase evolution of a compact binary coalescence can be
written as a PN expansion, a power series in v/c, where v

is the characteristic velocity within the system [87]. The
intrinsic parameters on which the system depends enter
the expansion at di↵erent PN orders. Generally speak-
ing, parameters which enter at lower orders have a large
impact on the phase evolution, and are thus easier to
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FIG. 5. 90% credible regions for component masses using
the four waveform models for the high-spin prior (top) and
low-spin prior (bottom). The true thickness of the contour,
determined by the uncertainty in the chirp mass, is too small
to show. The points mark the edge of the 90% credible re-
gions. 1-D marginal distributions have been renormalized to
have equal maxima, and the vertical and horizontal lines give
the 90% upper and lower limits on m1 and m2, respectively.

measure using the inspiral portion of the signal.

The chirp mass M enters the phase evolution at the
lowest order, thus we expect it to be the best-constrained
among the source parameters [32, 80, 92, 93]. The mass
ratio q, and consequently the component masses, are in-
stead harder to measure due to two main factors: 1)

Masses	of	the	binary	components



GW170817:  
ElectromagneBc Counterparts

• ElectromagneBc (EM) counterparts to GW170817 
were observed simultaneously over the enBre 
wavelength range  
 (from radio to gamma wavelengths) 

• The follow-up observaBon of  
the electromagneBc counterparts  
allowed us to idenBfy the host galaxy  
(NGC4993: ~40 Mpc) 

• Observed lightcurves and spectra provided  
the physical informaBon of 
merger ~ post-merger dynamics of the system  
 
(property of merger remnant, 
 r-process nucleosynthesis,  
 existence of relaBvisBc jets,…)

In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.

2
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MulB-messenger Astronomy 
• The first opportunity of  

mul(-messenger	astronomy  
with the combinaBon GW and EM observaBon 

• Host galaxy + GW luminosity distance  
→ Hubble parameter 

• Time delay of Gamma ray observaBon: 
→ GW propagaBon speed  

• Tidal deformability + EM Constraint 
→ Tighter limit on the NS EOS

14

4.1. Speed of Gravity

Assuming a small di↵erence in travel time �t between
photons and GWs, and the known travel distance D, the
fractional speed di↵erence during the trip can be written
�v/vEM ⇡ vEM�t/D, where �v = vGW�vEM is the dif-
ference between the speed of gravity vGW and the speed
of light vEM. This relation is less constraining for small
distances, hence we conservatively use here D = 26Mpc,
the lower bound of the 90% credible interval on luminos-
ity distance derived from the GW signal (Abbott et al.
2017a). If we conservatively assume that the peak of the
GW signal and the first photons were emitted simulta-
neously, attributing the entire (+1.74 ± 0.05) s lag to
faster travel by the GW signal, this time di↵erence pro-
vides an upper bound on �v. To obtain a lower bound
on �v, one can assume that the two signals were emitted
at times di↵ering by more than (+1.74±0.05) s with the
faster EM signal making up some of the di↵erence. As
a conservative bound relative to the few second delays
discussed in Section 2.1, we assume the SGRB signal
was emitted 10 s after the GW signal. The resulting
constraint on the fractional speed di↵erence is

�3 ⇥ 10�15  �v

vEM

 +7 ⇥ 10�16 . (1)

The intergalactic medium dispersion has negligible im-
pact on the gamma-ray photon speed, with an expected
propagation delay many orders of magnitude smaller
than our errors on vGW.

Lags much longer than 10 s are proposed in alterna-
tive models (e.g., Ciolfi & Siegel 2015; Rezzolla & Ku-
mar 2015), and emission of photons before the merger
is also possible (Tsang et al. 2012). Hence, certain ex-
otic scenarios can extend this time di↵erence window to
(�100 s, 1000 s), yielding a 2 orders of magnitude broad-
ening of the allowed velocity range on either side. While
the emission times of the two messengers are inherently
model dependent, conservative assumptions yield dra-
matic improvements over existing indirect (Kostelecký
& Russell 2017) and direct (Cornish et al. 2017) con-
straints, which allow for time di↵erences of more than
1000 years. Future joint GW-GRB detection should al-
low disentangling the emission time di↵erence from the
relative propagation time, as only the latter is expected
to depend on distance.

4.2. Lorentz Invariance Violation Limits

Within a comprehensive e↵ective field theory descrip-
tion of Lorentz violation (Colladay & Kostelecký 1997;
Colladay & Kostelecký 1998; Kostelecký 2004; Tasson
2014), the relative group velocity of GWs and EM waves,
is controlled by di↵erences in coe�cients for Lorentz vi-
olation in the gravitational sector and the photon sector

at each mass dimension d (Kostelecký & Mewes 2016,
2009; Kostelecký & Mewes 2008; Wei et al. 2017). We
focus here on the non-birefringent, non-dispersive limit
at mass dimension d = 4, as it yields by far the most
impressive results. In this case, the di↵erence in group
velocities for the two sectors takes the form

�v = �
X

`m
`2

Y`m(n̂)
⇣

1

2
(�1)1+`s(4)

`m � c(4)

(I)`m

⌘
. (2)

The result is presented in a spherical harmonic, Y`m, ba-
sis, s(4)

`m and c(4)

(I)`m being spherical-basis coe�cients for
Lorentz violation in the gravitational and EM sectors,
respectively. The direction n̂ refers to the sky position
(provided in Coulter et al. 2017b,a).

For ease of comparison with the many existing sen-
sitivities (Shao 2014a,b; Shao et al. 2017; Kostelecký
& Tasson 2015; Bourgoin et al. 2016; Le Poncin-Lafitte
et al. 2016; Kostelecký & Russell 2017) to the d = 4
gravity-sector coe�cients (Bailey & Kostelecký 2006;
Hees et al. 2016), an analysis in which the coe�cients are
constrained one at a time is useful (Flowers et al. 2016),
with all other coe�cients, including the EM sector ones,
set to zero. These results are presented in Table 1 along
with the best constraints for each coe�cient prior to this
work. These results can be compared with the isotropic
A, ↵LV Lorentz violation parametrization (Mirshekari
et al. 2012) used by Abbott et al. (2017g) in dispersive
GW tests. The ↵LV = 2 limit of this parametrization
is equivalent to the isotropic limit of the framework dis-
cussed above, with s(4)

00
!

p
4⇡A. Constraints on A for

↵LV = 2 can be obtained from the first line of Table 1;
these cannot be established within the analysis carried
out in Abbott et al. (2017g).

4.3. Test of the Equivalence Principle

Probing whether EM radiation and GWs are a↵ected
by background gravitational potentials in the same way
is a test of the equivalence principle (Will 2014). One
way to achieve this is to use the Shapiro e↵ect (Shapiro
1964), which predicts that the propagation time of mass-
less particles in curved spacetime, i.e., through gravi-
tational fields, is slightly increased with respect to the
flat spacetime case. We will consider the following sim-
ple parametrized form of the Shapiro delay (Krauss &
Tremaine 1988; Longo 1988; Gao et al. 2015; Kahya &
Desai 2016):

�tS = �1 + �

c3

Z ro

re

U(r(l))dl, (3)

where re and ro denote emission and observation po-
sitions, respectively, U(r) is the gravitational poten-
tial, and the integral is computed along the wave path.
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The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position

Ref:	LIGO/Virgo		2017
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2 David Radice, Liang Dai: Multimessenger Parameter Estimation of GW170817

Mdet = (1+ z) (M1 M2)3/5/(M1 +M2)1/5 is the detector-
frame chirp mass, q = M2/M1  1 is the binary mass
ratio, �e↵ = (M1�1z + M2�2z)/(M1 + M2) and �a =
(�1z � �2z)/2 are the parameters describing spin com-
ponents aligned with the binary orbital angular momen-
tum, and tc,1 and tc,2 are the arrival times at Livingston
and at Hanford, respectively. Not aiming to measure the
source’s orientation and its sky position, we independently
maximize the likelihood at each detector with respect to
a constant wave phase and an amplitude normalization,
and we assume that tc,1 and tc,2 can be independently ad-
justed. This approximation greatly simplifies the param-
eter estimation by reducing the number of parameters.
Since GW170817 has a high matched filtering signal-to-
noise ratio (SNR), this simplification does not bias the
maximum-likelihood values of the parameters but only
leads to percent-level increase of their uncertainties [51].

Assuming GW and EM data to be independent, we
can write the joint GW and EM likelihood as the product
of the separate likelihoods, namely

P
⇥
{dGW, dEM}|✓

⇤
= P [dGW|✓] P [dEM|✓], (1)

where dGW and dEM denote the GW and EM data, re-
spectively.

We compute the first factor with the relative binning
method [52, 53]. We use the noise-subtracted LIGO data
release1 of GW170817 and include frequencies in the range
[23, 1000] Hz. The exclusion of higher frequency GW data
results in a slightly broader posterior of ⇤̃ whose support
also extends to somewhat larger values, as discussed in
detail in Ref. [53]. It is important, however, to remark that
the two NSs first touch when the GW frequency is between
1.0 kHz and 1.5 kHz [54]. It is thus not clear whether or not
current waveform models, which are typically constructed
by adding tidal corrections to point particle models, are
reliable past 1 kHz, e.g., Ref. [55]. Consequently, to be
conservative, we restrict our analysis to the part of the
GW signal below frequency of 1 kHz, which is theoretically
well understood. We use the phenomenological waveform
model IMRPhenomD NRTidal implemented in LALSuite.

We follow Ref. [2] for the choice of priors. Both com-
ponent masses have flat priors in the range [0.5, 7.7] M�.
The two dimensionless spin vectors have their moduli uni-
formly distributed in [0, 0.89] and have isotropic orienta-
tions. Their aligned components are then extracted and
used to evaluate the non-precessing waveform model
IMRPhenomD NRTidal.

Following the prescription of Ref. [24], we relate the
component tidal deformability parameters through ⇤1 =
⇤s q3 and ⇤2 = ⇤s/q3, where ⇤s is assigned a uniform
prior within [0, 5000]. This implicitly assumes that the
radii of the two NS are identical, which is a reasonable
approximation if no first-order phase transition occurs in
matter at densities intermediate between those achieved
in the secondary and in the primary NS. The error in-
troduced assuming that the NSs have a common radius

1 In the noise-substracted data release, the glitch that hap-
pened to overlap with GW170817 in the Livingston strain has
been removed by the LIGO/Virgo collaboration.
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Fig. 1. Remnant disk mass as a function of the tidal deforma-
bility parameter ⇤̃. The data points show the results from our
simulations, while the dashed line shows the fit in the form of
Eq. (3). The gray shaded region in the lower panel shows the
uncertainty � we use in Eq. (4). We find that disk formation
is suppressed in the case of prompt BH formation.

is much smaller than current statistical errors [24]. This
choice is also consistent with the use of data from our
simulations not accounting for the possibility of first or-
der phase transitions in dense matter. Finally, we exclude
⇤̃ > 5000 which is unreasonable with any plausible EOS.

Current models of the EM signal are not yet su�-
ciently advanced to follow the same procedure as for the
GW data. However, extant light curve models indicate
that 0.02�0.05 M� of material with a broad distribution
in electron fraction and asymptotic velocity of ⇠0.1 c is
needed to explain the observations [17,19–21,23]. Because
of their properties, these ejecta are thought to originate
from winds launched from the remnant accretion disk af-
ter merger, e.g., Ref. [56]. Long term simulations of post-
merger disks indicate that these winds can entrain 10�40 %
of the total disk mass [22, 57–74]. Consequently, we can
conservatively estimate that a disk of at least 0.04 M�
should have formed in GW170817. Accordingly, we ap-
proximate the EM likelihood as

P [dEM|✓] ' P [Mdisk(✓) > 0.04 M�]. (2)

We have performed numerical relativity simulations of
merging NS using the WhiskyTHC code [75–77]. We consid-
ered 29 binaries, including both equal and unequal mass
configurations and 4 temperature and composition depen-
dent nuclear EOSs: the DD2 EOS [78, 79], the BHB⇤�
EOS [80], the LS220 EOS [81], and the SFHo EOS [82].
The simulations included temperature and compositional
changes due to the emission of neutrinos using a leakage
scheme [83]. A detailed account of the numerical results is
given in Refs. [46, 49, 73].

The simulation data suggest that the remnant disk
masses can be related to the tidal deformability param-

• Tasks and problems: 

• accurate	GW	template	for	NS	binary	mergers	
• accurate predicBon of ejecta profile 

• accurate	kilonovae/macronovae	lightcurve	predic(on	
• short GRB associaBon? 
• etc…



Gravita5onal	waveform 
modeling	for	NS	binaries



• Physical informaBon is extracted from observed gravitaBonal 
waves by the comparison with theoreBcal templates  
→ an	accurate	waveform	templates	are	crucial	for	
parameter	es(ma(on 

• The waveforms including the Bdal effects are analyBcally 
derived  by post-Newtonian (PN) calculaBon  
(and the EffecBve-One-Body formalism)  

• Newtonian (Flanagan et al. 2008) 
• 1 PN (Vines et al. 2011) 
• 2.5 PN (Damour et al. 2012) 
• Self force informed resum. (Bernuzzi et al. 2015, 2018) 
• Dynamical Bde (Hinderer et al. 2016, Lackey et al. 2018) 

• Tidal	effects	become	significant	in	the	last	part	of	the	
inspiral.	However,	the	model	based	on	PN	calcula(on	
would	not	be	accurate	just	before	the	merger.

GW templates for BNS

Predic5on	by	numerical	simula5ons	is	important	for	modeling	the	5dal	correc5on  
(at	least	needed	to	be	checked)

ref)	De	et	al.	2018
2

Parameter estimation methods—To measure the source
parameters for GW170817, we performed parameter es-
timation on the Advanced LIGO-Virgo data available at
the LIGO Open Science Center [7, 8]. Our analysis was
performed with the PyCBC Inference software [9, 10] and
the parallel-tempered emcee sampler [11, 12] for sampling
over the parameter space using Markov Chain Monte Carlo
(MCMC) techniques [13].

The LOSC data files include a post-processing noise
subtraction performed by the LIGO-Virgo Collaboration
[8, 14]. The LOSC documentation states that these data
have been truncated to remove tapering effects due to the
cleaning process [8], however the LOSC data shows evi-
dence of tapering after GPS time 1187008900 in the LIGO
Hanford detector. To avoid any contamination of our re-
sults we do not use any data after GPS time 1187008891.
The power spectral density (PSD) used to construct the
likelihood was calculated using Welch’s method [15] with
16 second Hann-windowed segments (overlapped by 8 s)
taken from GPS time 1187007048 to 1187008680. The
PSD estimate is truncated to 8 s length in the time domain
using the method described in Ref. [16]. The gravitational-
wave data used in the likelihood is taken from the interval
1187008691 to 1187008891.

Ref. [17] found that choice of the low-frequency cut-
off can have an effect on the measurement of the neutron
star tidal deformability and used a different power spec-
tral density estimation technique to that used in our anal-
ysis [18]. We investigated the effect of changing our esti-
mate of the power spectral density with the power spectral
density released as supplemental materials to Ref. [17]. We
find that the change in parameter measurements is smaller
than the statistical errors, and conclude that the choice of
power spectral density estimation technique does not af-
fect our results. To investigate the choice of low-frequency
cutoff, we computed the measurabilities of the chirp mass
M, signal-to-noise ratio ⇢, and binary deformability ⇤̃ in
the frequency range 10-2000 Hz. These are defined as the
integrand as a function of frequency of the noise moment
integrals I10, I0, and I�10 (see Ref. [19]) and shown in
Fig. 3. It can be seen that the signal-to-noise ratio is non-
zero down to a frequency of ⇠ 20 Hz for all the three de-
tectors. While detector sensitivity at this frequency does
not affect the measurability of ⇤̃, it does affect the measur-
ability of the chirp mass M. We repeated our analyses at
25 Hz, 23 Hz, and 20 Hz, and found an improvement in the
M measurement when extending until the low-frequency
cutoff was 20 Hz. Consequently, we evaluated the likeli-
hood from a low-frequency cutoff of 20 Hz to the Nyquist
frequency of 2048 Hz. The improved measurement of M
eliminates regions of higher ⇤̃ values from the posterior
probability densities, and hence better constrains the mea-
surement of this parameter, as shown in Fig 6.

The templates for the waveforms used in our parame-
ter estimation analysis are generated using the restricted

FIG. 3. Measurability [19] of the chirp mass M, SNR ⇢ and bi-
nary deformability ⇤̃ in the frequency range 10 Hz - 2000 Hz.
Each detector’s parameter measurability is scaled to the maxi-
mum frequency to show the relative accumulation of measure-
ment over the detector’s frequency band. Note that between de-
tectors, L1 is more sensitive than H1, which is more sensitive
than V1. Measurability of chirp mass is accumulated primarily
at low frequencies, whereas measurability of tidal deformability
is accumulated at higher frequencies. We extend computation of
the likelihood down to 20 Hz where the measured signal-to-noise
ratio (the logarthim of the likelihood) drops to zero in all three
detectors.

TaylorF2 waveform model, a Fourier domain waveform
model generated using stationary phase approximation. We
use the implementation from the LIGO Algorithm Library
(LAL) [20] accurate to 3.5 post-Newtonian (pN) order in
orbital phase [21], 2.0 pN order in spin-spin, quadrupole-
monopole and self-spin interactions[22, 23], and 3.5 pN
order in spin-orbit interactions [24]. The tidal corrections
enter at the 5 pN and 6 pN orders [25]. The waveforms are
terminated at twice the orbital frequency of a test particle
at the innermost stable circular orbit of a Schwarzschild
black hole of mass M = m1 + m2, where m1,2 are
the masses of the binary’s component stars. The Tay-
lorF2 model assumes that the spins of the neutron stars are
aligned with the orbital angular momentum. Binary neu-
tron stars formed in the field are expected to have small
spins, and precession of the binary’s orbital plane is not
significant [26].



Numerical RelaBvity simulaBons
• Numerical-rela(vity	(NR)	simula(on is the unique 

method to predict dynamics and gravitaBonal waves  
in the late inspiral & merger phase.  
 
 
 
 
 

• Performing high-resoluBon NR simulaBons, 
waveforms of which phase errors are esBmated to 
be sub-radian are obtained. 

• The phase difference larger than 
 ~1 rad is found between recent TEOB waveforms 
(SEOBNRv2T) and NR results for the case that Λ~850 

• See also Dietrich et al. 2016, Foucart et al. 2018,  
Haas et al. 2016 for recent high precision NR 
simulaBons for NS binary mergers 

phase	at	the	5me	of	the	peak	amplitude

1.21-1.51	M_sun
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FIG. 15. Phase di↵erence between the highest resolution
run and the others at the time that the gravitational-
wave amplitude reaches the peak as a function of
��peak (182) [(182/N)p � 1]. The values of ��peak (182) and
p determined by the fit are shown in the legend. The solid
line and dashed lines denote the fitting function, Eq. (C2), and
that with ±0.1 rad o↵sets, respectively. (Top) Models with
1.21-1.51M�. (Middle) Models with 1.16-1.58M�. (Bottom)
Models with 1.25-1.25M�.

refer to as the peak phase). We assume that the peak
phase for the run with the grid resolution N is written

as

�peak (N) = �peak (1)���peak (182)

✓
182

N

◆p

, (C1)

where �peak (1), ��peak (182), and p denote the peak
phase for the continuum limit, the error of the peak phase
for N = 182 run due to the finite grid spacing, and the
convergence order, respectively. The di↵erence of the
peak phase between N = 182 run and the other resolu-
tion runs can be written as

�peak (182)� �peak (N) = ��peak (182)

✓
182

N

◆p

� 1

�
,

(C2)

and we determine ��peak (182) and p by fitting the data
obtained by the simulations.

Figure 15 plots the di↵erence of the peak phase be-
tween N = 182 run and the other resolution runs as a
function of ��peak (182)

⇥�
182
N

�p � 1
⇤
employing the val-

ues of ��peak (182) and p determined for each binary
neutron star model. Figure 15 shows that the nearly con-
vergent result is likely to be achieved for all the cases, and
the order of the convergence is likely to be about 2 � 4.
However, the slight deviation of the data points from the
fitting function, Eq. (C2), is also found irrespective of
the value of N . This suggests that the error of ⇡ 0.1
rad which does not converge monotonically with the im-
provement of the grid resolution is present in the data.
For the equal-mass model with 1.25-1.25 M�, the conver-
gence order is larger than 4 for some cases, and this may
be due to the irregular error: Because the di↵erence of
the peak phase between N = 182 run and the other reso-
lution runs is typically smaller for the equal-mass model
with 1.25-1.25 M�, the fit can be a↵ected more strongly
by the irregular error than for the other mass models.
According to the determined values of ��peak (182), the
error of the peak phase for N = 182 run due to the finite
grid spacing is about 0.1–0.5 rad. Considering the pres-
ence of the irregular error, we conservatively conclude
that the phase error stemming from the finite grid spac-
ing is 0.2–0.6 rad. In particular, it is smaller than 0.3 rad
for the equal-mass models with 1.25-1.25M�, which are
used for determining the model parameters.

To quantify how the phase error due to the finite grid
spacing a↵ects our analysis, we also calculate the distin-
guishability between the hybrid waveforms derived em-
ploying the numerical-relativity waveforms of N = 182
and 150 runs. We find that the value of the distinguisha-
bility is always much smaller than 0.1 for the signal-
to-noise ratio 50. This indicates that the phase error
of numerical-relativity waveforms due to the finite grid
spacing has only a minor e↵ect on the results of the anal-
ysis performed in this paper.
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FIG. 5. Comparison between NR and TEOB waveforms for the equal-mass models. For the NR waveforms, we use the data
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FIG. 6. The same as Fig. 5 but for the unequal-mass models.
For the NR waveforms, we use the data with N = 150.

Here, A
2,2
NR

and �NR denote the amplitude and phase
of gravitational waves for the numerical-relativity data,
respectively. A

2,2
TEOB

and �TEOB denote those by the
TEOB formalism. For calculating the correlation, we
employ the time domain NR waveforms of 20ms  tret 
40ms. The corresponding gravitational-wave frequency
at tret = 20 and 40ms is ⇡ 410 and 500Hz, respectively.

The reason that we choose the rather late-time NR
waveforms of 20ms  tret  40ms for the correlation Ic

is as follows: In the early stage of the numerical evolution
with tret . 15ms, the frequency of gravitational waves al-
ways has an irregular modulation (see Appendix A). For
precisely comparing the NR waveforms with those by the
TEOB approach, such modulation, even if its amplitude
is not very large, introduces the uncertainty in matching.
To remove such uncertainty, we discard the waveforms in

TABLE III. �NR ��TEOB at t = tpeak in units of radian for
the equal-mass models with N = 182 and 150, and for the
unequal-mass models with N = 150.

EOS (⌘, N) = (0.250, 182) (0.250, 150) (0.247, 150)

B 0.1 0.3 0.2

HB 0.3 0.6 0.4

H 0.7 0.9 0.7

125H 1.0 1.1 1.1

15H 1.3 1.3 1.3

the early stage. We note that even for tret � 20ms, there
are & 22 wave cycles (& 11 orbits) in our numerical data.
We confirmed that the choice of the time-window of the
matching does not significantly a↵ect the following result.
In Figs. 5 and 6, we compare the NR waveforms

with the TEOB waveforms. In Table III, we also list
�NR��TEOB at the moment that the gravitational-wave
amplitude reaches the peak (referred to as tpeak in the fol-
lowing). Figures 5 and 6 show that up to tpeak�3ms, the
TEOB waveforms well reproduce the NR waveforms irre-
spective of the EOS and mass ratio: In particular for the
models for which the compactness is large and the tidal
deformability is small (e.g., for B EOS), the agreement
is quite good even at t = tpeak � 1ms, and the disagree-
ment in the gravitational-wave phase is within 0.3 rad up
to tpeak, which is within the uncertainty due to the phase
error.

On the other hand, for the models for which the com-
pactness is relatively small (e.g., for 125H and 15H EOS),
agreement between the NR and TEOB waveforms be-
comes poor for the last few ms prior to tpeak, leading to
a phase disagreement of & 1 rad, which is greater than
the uncertainty due to the phase error (see Table III).
The interpretation for this is described as follows: For
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Ref:	Kiuchi	et	al.	2017,KK	et	al.	2018	

Gµ⌫ =
8⇡G

c4
Tµ⌫ rµT

µ⌫ = 0rµ (⇢u
µ) = 0

P = P (⇢), P (⇢, T, Ye), · · ·

Einstein’s	equa5on Euler	equa5on

Equa5on	of	state	(EOS) *neither	MHD	nor	neutrino	radia5on  
	are	not	considered	in	these	simula5ons



Frequency-domain waveform model
• Based on our latest numerical-relaBvity waveforms, a frequency domain waveform model 

for BNS mergers is derived, in parBcular, for the inspiral phase 

• Our waveform model is calibrated to hybrid waveforms composed of our latest numerical-
relaBvity waveforms (>400 Hz) and the EOB (SEOBNRv2T) waveforms (<400 Hz). 

• We check that our waveform is accurate than ~0.1 rad is for 300<Λ<1900	(~11-14	km) , 
0.7<q<0.1,	m_tot~2.5-2.7	M_sun with respect to the hybrid waveforms  
 
*post-merger waveforms are not included in the model 
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FIG. 4. The di↵erence between the tidal-part phase of the
hybrid waveforms and the tidal-part phase model described
in Eq. (2.15) for the equal-mass cases, where the phases
are aligned for 10Hz  f  1000Hz employing Eqs. (2.12)
and (2.13).

is as large as 0.08 rad for f ⇡ 1000Hz. However, it is
smaller than the phase error in the numerical-relativity
waveforms associated with the finite-di↵erencing [29].

2. Unequal-mass cases

Next, we extend the tidal-part phase model of
Eq. (2.15) to unequal-mass cases. Considering the depen-
dence on the symmetric mass ratio, the 1 PN order tidal
correction to the phase can be written in terms of the
symmetric and anti-symmetric contributions of neutron-
star tidal deformation as [19]

 1PN
tidal =

3

128⌘
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where ⇤̃ and �⇤̃ are defined by
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FIG. 5. The di↵erence between the tidal-part phase of the
hybrid waveforms and the tidal-part phase model described
in Eq. (2.21) for the unequal-mass cases. Here, the phases
are aligned for 10Hz  f  1000Hz employing Eqs. (2.12)
and (2.13).

respectively. We refer to ⇤̃ as the binary tidal deforma-
bility. For realistic cases, the tidal contributions to the
gravitational-wave phase are dominated by the contribu-
tions from the ⇤̃ terms [19]. Assuming that the contribu-
tions from the �⇤̃ terms and those from the higher-order
terms are always sub-dominant in the tidal part of the
phase, we extend the formula of Eq. (2.15) by replacing
3/32 to 3/128⌘ [38] and ⇤ to ⇤̃ as

 tidal =
3

128⌘


�39

2
⇤̃
⇣
1 + a⇤̃2/3xp

⌘�
x5/2

⇥

1 +

3115

1248
x� ⇡x3/2 +

28024205

3302208
x2 � 4283

1092
⇡x5/2

�
,

(2.21)

where the values in Eq. (2.17) are used for a and p.
Figure 5 shows the phase di↵erence between the hybrid

waveforms and the tidal-part phase model described in
Eq. (2.21) for the unequal-mass cases. Here, two phases
are again aligned for 10Hz  f  1000Hz employing
Eqs. (2.12) and (2.13). Although the fitting parameters
are determined only by employing the hybrid waveform
of 15H125-125, Eq. (2.17), we find that the phase error
is always smaller than ⇡ 0.07 rad for these unequal-mass
cases.

D. Tidal part model for the gravitational-wave
amplitude

We derive the tidal-part amplitude model in the same
approach as we took for the phase model: First, we derive
the tidal-part amplitude model for the hybrid waveforms

7

-0.1

-0.05

 0

 0.05

 0.1

 0  200  400  600  800  1000

^
tid

al
H

yb
rid

-^
tid

al
em

   
   

[r
ad

]

f [Hz]
15H135-135

125H135-135
H135-135

HB135-135
B135-135

15H125-125
125H125-125

H125-125
HB125-125

B125-125

FIG. 4. The di↵erence between the tidal-part phase of the
hybrid waveforms and the tidal-part phase model described
in Eq. (2.15) for the equal-mass cases, where the phases
are aligned for 10Hz  f  1000Hz employing Eqs. (2.12)
and (2.13).

is as large as 0.08 rad for f ⇡ 1000Hz. However, it is
smaller than the phase error in the numerical-relativity
waveforms associated with the finite-di↵erencing [29].

2. Unequal-mass cases

Next, we extend the tidal-part phase model of
Eq. (2.15) to unequal-mass cases. Considering the depen-
dence on the symmetric mass ratio, the 1 PN order tidal
correction to the phase can be written in terms of the
symmetric and anti-symmetric contributions of neutron-
star tidal deformation as [19]
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FIG. 5. The di↵erence between the tidal-part phase of the
hybrid waveforms and the tidal-part phase model described
in Eq. (2.21) for the unequal-mass cases. Here, the phases
are aligned for 10Hz  f  1000Hz employing Eqs. (2.12)
and (2.13).

respectively. We refer to ⇤̃ as the binary tidal deforma-
bility. For realistic cases, the tidal contributions to the
gravitational-wave phase are dominated by the contribu-
tions from the ⇤̃ terms [19]. Assuming that the contribu-
tions from the �⇤̃ terms and those from the higher-order
terms are always sub-dominant in the tidal part of the
phase, we extend the formula of Eq. (2.15) by replacing
3/32 to 3/128⌘ [38] and ⇤ to ⇤̃ as

 tidal =
3

128⌘


�39
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1 + a⇤̃2/3xp
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�
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(2.21)

where the values in Eq. (2.17) are used for a and p.
Figure 5 shows the phase di↵erence between the hybrid

waveforms and the tidal-part phase model described in
Eq. (2.21) for the unequal-mass cases. Here, two phases
are again aligned for 10Hz  f  1000Hz employing
Eqs. (2.12) and (2.13). Although the fitting parameters
are determined only by employing the hybrid waveform
of 15H125-125, Eq. (2.17), we find that the phase error
is always smaller than ⇡ 0.07 rad for these unequal-mass
cases.

D. Tidal part model for the gravitational-wave
amplitude

We derive the tidal-part amplitude model in the same
approach as we took for the phase model: First, we derive
the tidal-part amplitude model for the hybrid waveforms

6
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FIG. 3. The relative deviation of the tidal-part phase of the
hybrid waveforms from the 2.5 PN order tidal-part phase nor-
malized by ⇤2/3, i.e., ( Hybrid

tidal
/ 2.5PN

tidal � 1)/⇤2/3. Both verti-
cal and horizontal axes are plotted with logarithmic scales.

the tidal part of the gravitational-wave phase computed
from the hybrid waveforms,  Hybrid

tidal (=  Hybrid �  pp,
where  Hybrid is the phase of the hybrid waveforms), for
the equal-mass binaries normalized by the 2.5 PN order
(equal-mass) tidal-part phase given by2 [12]

 2.5PN
tidal =

3

32

✓
�39

2
⇤

◆
x5/2

⇥

1 +

3115

1248
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(2.14)

where x = (⇡m0f)
2/3 is a dimensionless PN parame-

ter, and ⇤ = ⇤1 = ⇤2 for the equal-mass cases. We
note that the tidal-part phase of the hybrid waveforms
in Fig. 2 is aligned with the 2.5 PN order tidal-part
phase given by Eq. (2.14) for 10Hz  f  50Hz employ-
ing Eqs. (2.12) and (2.13). We find that the tidal-part
phase of the hybrid waveforms deviates significantly from
the 2.5 PN order tidal-part phase in the high-frequency
range, f & 500Hz (x & 0.075 for m0 = 2.7M�), and the
deviation depends non-linearly on ⇤ (note the quantities
shown in Fig. 2 are already normalized by ⇤). This indi-
cates that the non-linear contribution of ⇤ is appreciably
present in  Hybrid

tidal for the high-frequency range.
In Fig. 3, we plot the relative deviation of the

tidal-part phase of the hybrid waveforms from the 2.5

2 Strictly speaking, this formula is not complete up to the 2.5 PN
order because the 2 PN order tidal correction to gravitational-
radiation reaction is neglected. We overlook such correction in
this work because it is expected to be sub-dominant [12].

PN order tidal-part phase normalized by ⇤2/3, i.e.,
( Hybrid

tidal / 2.5PN
tidal � 1)/⇤2/3. Figure 3 clearly shows that

the relative deviation can be well approximated by a
power law in x. Furthermore, it shows that the relative
deviation is approximately proportional to ⇤2/3 because
all the curves align. We note that, exceptionally, the rela-
tive deviation for the B equation of state shows a slightly
di↵erent trend from the other cases. The reason for this is
that the tidal deformability is so small that its e↵ect can-
not be accurately extracted from the numerical-relativity
waveform for such a soft equation of state.
To correct this deviation, we extend the 2.5 PN order

tidal-part phase formula of Eq. (2.14) by multiplying a
non-linear correction to ⇤ as

 em
tidal =

3

32


�39
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x2 � 4283

1092
⇡x5/2
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(2.15)

where a and p are fitting parameters. We note that the
exponent of the nonlinear term in ⇤, p, is deduced to be
⇡ 2/3 even if it is also set to be a fitting parameter and
determined by employing several hybrid waveforms. The
fitting parameters, a and p, are determined by minimiz-
ing

I 00 =

Z fmax

fmin

��� Hybrid
tidal (f)� em

tidal (f)� 2⇡ft0 + �0

���
2
df,

(2.16)

where t0 and �0 are parameters that correspond to the
degrees of freedom for choosing the time and phase ori-
gins. Thus, we minimize I 00 for the four parameters, a,
p, t0, and �0. The fitting is performed for fmin = 10Hz
and fmax = 1000Hz.
We use the hybrid waveform of 15H125-125 for deter-

mining the fitting parameters because the non-linear con-
tribution of ⇤ is most significant for this among the bi-
nary neutron star models employed in this work. Then
we obtain

a = 12.55,

p = 4.240. (2.17)

Figure 4 shows the phase di↵erence between the tidal-
part of the hybrid waveforms and the tidal-part phase
model of Eq. (2.15) for the equal-mass cases, where two
phases are aligned for 10Hz  f  1000Hz employing
Eqs. (2.12) and (2.13). Although the fitting parameters
are determined by employing only the hybrid waveform
of 15H125-125 as a reference, we find that the error in
the tidal-part phase model, Eq. (2.15), is always smaller
than 0.05 rad except for 15H135-135. This result indi-
cates that there is only a small di↵erence between the
waveform models determined from di↵erent hybrid wave-
forms (see Appendix D). The phase error for 15H135-135

alignment	window
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Comparison with Dietrich et al. 2017

• A BNS GW model is also derived in  
Dietrich et al. 2017 based on  
different NR waveforms and TidalEOB waveforms 

• Though	their	and	our	models	are	derived	
independently,	two	models	give	almost	
consistent	results	

• Difference found for a large value of Λ, 
would be present with the improvement  
of the staBsBcs (ΔΛ<~100)  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FIG. 2. Comparison of NR simulations with model wave-
forms obtained following Eq. (3). The panels show the real
part of the GW signals (NR data – gray, tidal approximant
– orange). We also include the phase between the NR data
with respect to our tidal approximant Eq. (5), to Taylor T2
tidal approximant Eq. (4) (cyan), and for some cases to EOB
(green dashed [8], green dot dashed [7]. We also indicate the
estimated uncertainty of the NR data (blue shaded) and the
alignment region (gray shaded). Simulations use the same
notation as in Fig. 1 except for the unequal mass case of [13]
with EOSMA+MB .

tively. Although the final fit depends only weakly on
the exact number of points of the interpolating grid, us-
ing more points at lower frequencies helps constraining
the fit in that regime. Our approximant is defined by
Eq. (5) with the fitting coe�cients n = (-17.941,57.983,-
298.876,964.192,-936.844), and d3/2 = 43.446.

A time-domain approximant of a generic spin-aligned
BNS configuration is computed by prescribing T

2
and

adding Eq. (5) to a BBH baseline that includes the spin
contribution. The time-domain phasing is then calcu-
lated by numerically integrating t =

R
d�/!̂(�) in order

to obtain a parametric representation of the tidal phase.
We stop the integration once �(!̂) reaches its maximum.

Examples of such constructed waveforms are reported
in Fig. 2. There, we use the nonspinning BBH waveforms
from the SXS-database [30, 31], in particular setup 66 for
the equal mass cases and setup 7 for the q = XA/XB =
1.5 configuration. In order to compare with the BNS
configuration with �e↵ = +0.123 we add to the nonspin-
ning NR BBH curve the spin-orbit contributions given
in Eq. (417) of [27]. In general a spinning binary black
hole baseline should be used.

In most cases our new waveforms are compatible with
the NR data within the estimated uncertainties. The pro-
posed tidal approximant remains accurate also for longer
waveforms. Phase di↵erences with respect to hybrid tidal
EOB-NR waveforms and accumulated over the last 300
orbits before merger are of the order of ⇠ 1 rad, see [25].
In the nonspinning cases, our results can be directly com-
pared to the tidal EOB waveforms of [7, 8] [see green lines
in Fig. 2]; comparable performances are observed in spite
of the simplicity of our model.
Although the fit has been derived with an equal mass

ansatz, it gives a good prediction also for the unequal
mass case. That is partly due to the leading-order
dependence on the mass ratio contained in the tidal
coupling constants, Eq. (2). Also, while we use NR
data up to !̂ = 0.17, the model remains accurate
also for BNSs with smaller T

2
that merge at higher

frequencies. Let us stress that the model performances
are independent of the BBH baseline, provided the latter
is a faithful representation of BBH waveforms.

Frequency-domain tidal approximant. In the fre-
quency domain h̃(f) = f�7/6Ã(f)e�i (f). The expres-
sion of the tidal phase is computed using the stationary
phase approximation (SPA) [29]

d2 SPA

T

d!2

f

=
Q!(!f )

!2

f

, (6)

where !f is the Fourier domain circular frequency !f =
2⇡Mf , and Q!(!) = d�/d log!. The integration of
Eq. (6) with (5) is performed numerically; the constants
of integration are fixed by demanding continuity with the
TaylorF21PN in the limit f ! 0. The resulting expression
 NR

T
can be approximated by a Padé function:

 NRP

T
= �T

2

c̃Newt

XAXB

x5/2 ⇥ (7)

1 + ñ1x+ ñ3/2x
3/2 + ñ2x2 + ñ5/2x

5/2

1 + d̃1x+ d̃3/2x3/2

with c̃Newt = 39/16 and d̃1 = ñ1 � 3115/1248, the other
parameters read: ñ = (-17.428,31.867,-26.414,62.362)
and d̃3/2 = 36.089.
Figure 3 compares the obtained tidal approximants

 NR

T
, NRP

T
with the TaylorF21PN and the 2.5PN approx-

imants given in [29] (TaylorF22.5PN). Because of the con-
struction of Eq. (7) the low frequency behavior of Tay-
lorF2 is recovered. At higher frequencies PN expressions
predict smaller tidal e↵ects than  NR

T
. Considering the

accuracy of  NRP

T
, the Padé fit recovers  NR

T
with frac-

tional errors . 1%.
To further test the performance of the proposed

frequency-domain model we compute the unfaithfulness
(F̄ = 1 � F , one minus faithfulness) which is the mis-
match for the fixed intrinsic binary parameters with re-
spect to tidal EOB waveforms starting at ⇠ 25Hz and
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by [2, 13, 36]

A
1PN
tidal =

r
5⇡

96

m
2
0

De↵
⇤x�7/4

✓
�27

16
x
5 � 449

64
x
6

◆
, (2.22)

where De↵ is the e↵ective distance to the binary (see
Ref. [36] for its definition). To take the higher PN order
tidal e↵ects into account, we add a polynomial term to
Eq. (2.22) as

A
em
tidal =

r
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2
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(2.23)

where b and q are the fitting parameters. We determine
b and q by minimizing

I
000 =

Z fmax

fmin

���AHybrid
tidal (f)�A

em
tidal (f)

���
2
df, (2.24)

where A
Hybrid
tidal is the tidal-part amplitude of the hy-

brid waveforms, fmin and fmax are set to be 10Hz and
1000Hz, respectively. Employing the hybrid waveform
of 15H125-125 as a reference, we obtain b = �4251 and
q = 7.890.

As in the wave-phase model, we extend Eq. (2.23) to
unequal-mass cases by replacing the leading order coef-
ficient,

p
5⇡/96, and ⇤ to

p
5⇡⌘/24 and ⇤̃, respectively,

as

Atidal =

r
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24

m
2
0

De↵
⇤̃x�7/4
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16
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5 � 449

64
x
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◆
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(2.25)

Figure 6 shows the relative error of the tidal-part wave-
amplitude model defined by (AHybrid

tidal � Atidal)/AHybrid,
where A

Hybrid is the amplitude of the hybrid waveforms.
For ⇤̃  850, the relative error of the tidal-part wave-
amplitude model is always smaller than 10%. The rela-
tive error is larger for ⇤̃ � 850, and in particular, it is
larger than 15% for 15H135-135 and 15H121-151. How-
ever, such large errors are only present for f & 900Hz,
and they have only minor e↵ects on the accuracy of our
waveform model as is shown in the next section.

III. VALIDITY OF THE ANALYTICAL MODEL

We constructed a frequency-domain gravitational-
waveform model for binary neutron stars by employing
the tidal-part and point-particle part models of gravi-
tational waves derived in the previous section and Ap-
pendix A, respectively, as

h̃model = h̃model

⇣
f ;Mc, ⌘, ⇤̃,�0, t0, De↵

⌘
(3.1)

= (ATF2+ +Atidal) e
�i( TF2++ tidal).

This waveform model has 6 parameters, {✓i}6i=1 =n
Mc, ⌘, ⇤̃,�0, t0, De↵

o
. In this section we check the va-

lidity of our waveform model assuming the hybrid wave-
forms as signals.

A. Distinguishability

To check the validity of our waveform model derived in
the previous section, we calculate the distinguishability
between our waveform model and the hybrid waveforms
supposing advanced LIGO as a fiducial detector. For this
purpose, we introduce an inner product and the norm of
the waveforms as

⇣
h̃1

���h̃2

⌘
= 4Re

"Z fmax

fmin

h̃1 (f) h̃⇤
2 (f)

Sn (f)
df

#
, (3.2)

and

⇢ = ||h̃|| =
r⇣

h̃

���h̃
⌘
, (3.3)

respectively, where Sn denotes the one-sided noise spec-
trum density of the detector. The distinguishability be-
tween two waveforms, h̃1 and h̃2, is defined by [17, 49]

�⇢

⇣
h̃1, h̃2

⌘
= min

�0,t0
||h̃1 � h̃2 (�0, t0) ||, (3.4)
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where De↵ is the e↵ective distance to the binary (see
Ref. [36] for its definition). To take the higher PN order
tidal e↵ects into account, we add a polynomial term to
Eq. (2.22) as

A
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where b and q are the fitting parameters. We determine
b and q by minimizing

I
000 =

Z fmax

fmin

���AHybrid
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2
df, (2.24)

where A
Hybrid
tidal is the tidal-part amplitude of the hy-

brid waveforms, fmin and fmax are set to be 10Hz and
1000Hz, respectively. Employing the hybrid waveform
of 15H125-125 as a reference, we obtain b = �4251 and
q = 7.890.

As in the wave-phase model, we extend Eq. (2.23) to
unequal-mass cases by replacing the leading order coef-
ficient,

p
5⇡/96, and ⇤ to
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Figure 6 shows the relative error of the tidal-part wave-
amplitude model defined by (AHybrid

tidal � Atidal)/AHybrid,
where A

Hybrid is the amplitude of the hybrid waveforms.
For ⇤̃  850, the relative error of the tidal-part wave-
amplitude model is always smaller than 10%. The rela-
tive error is larger for ⇤̃ � 850, and in particular, it is
larger than 15% for 15H135-135 and 15H121-151. How-
ever, such large errors are only present for f & 900Hz,
and they have only minor e↵ects on the accuracy of our
waveform model as is shown in the next section.

III. VALIDITY OF THE ANALYTICAL MODEL

We constructed a frequency-domain gravitational-
waveform model for binary neutron stars by employing
the tidal-part and point-particle part models of gravi-
tational waves derived in the previous section and Ap-
pendix A, respectively, as

h̃model = h̃model

⇣
f ;Mc, ⌘, ⇤̃,�0, t0, De↵

⌘
(3.1)

= (ATF2+ +Atidal) e
�i( TF2++ tidal).

This waveform model has 6 parameters, {✓i}6i=1 =n
Mc, ⌘, ⇤̃,�0, t0, De↵

o
. In this section we check the va-

lidity of our waveform model assuming the hybrid wave-
forms as signals.

A. Distinguishability

To check the validity of our waveform model derived in
the previous section, we calculate the distinguishability
between our waveform model and the hybrid waveforms
supposing advanced LIGO as a fiducial detector. For this
purpose, we introduce an inner product and the norm of
the waveforms as

⇣
h̃1

���h̃2

⌘
= 4Re

"Z fmax

fmin

h̃1 (f) h̃⇤
2 (f)

Sn (f)
df

#
, (3.2)

and

⇢ = ||h̃|| =
r⇣

h̃

���h̃
⌘
, (3.3)

respectively, where Sn denotes the one-sided noise spec-
trum density of the detector. The distinguishability be-
tween two waveforms, h̃1 and h̃2, is defined by [17, 49]

�⇢

⇣
h̃1, h̃2

⌘
= min

�0,t0
||h̃1 � h̃2 (�0, t0) ||, (3.4)
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respectively, where Sn denotes the one-sided noise spec-
trum density of the detector. The distinguishability be-
tween two waveforms, h̃1 and h̃2, is defined by [16, 51]

�⇢
⇣
h̃1, h̃2

⌘
= min

�0,t0
||h̃1 � h̃2 (�0, t0) ||, (3.4)

where �0 and t0 are arbitrary phase and time shifts of the
waveforms, respectively. We also define the mismatch (or
unfaithfulness) between two waveforms, h̃1 and h̃2, by

F̄ = 1�max
�0,t0

⇣
h̃1

���h̃2 (�0, t0)
⌘

||h̃1|| ||h̃2||
. (3.5)

Throughout this paper, we employ the noise spectrum
density of the ZERO DETUNED HIGH POWER configuration
of advanced LIGO [52] for Sn. The lower and upper
bounds of the integration in Eq. (3.2) are set to be 10Hz
and 1000Hz, respectively. We note that ⇢ corresponds
to the signal-to-noise ratio [50], and �⇢ = 1 indicates
that two waveforms are distinguishable approximately at
the 1� level [51]. The signal-to-noise ratio and the distin-
guishability are proportional to the inverse of the e↵ective
distance, De↵ .

In Table III, we summarize the distinguishability be-
tween our waveform model and the hybrid waveforms.
Here, the signal-to-noise ratio is always fixed to be 50 by
adjusting De↵ because the tidal deformability is clearly
measurable only for events with a high signal-to-noise ra-
tio. For comparison, we also compute the distinguisha-
bility of the SEOBNRv2T waveforms and PN waveform
models with respect to the hybrid waveforms. For the
tidal part of the PN waveform models, we employ the
2.5 PN order phase and the 1 PN order amplitude for-
mulas given by [11, 12, 36]

 2.5PN0

tidal =
3

128⌘

✓
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2
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◆
x5/2
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1 +

3115

1248
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28024205
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1092
⇡x5/2
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,

(3.6)

and

A1PN0

tidal =

r
5⇡⌘

24

m2
0

De↵
⇤̃x�7/4

✓
�27

16
x5 � 449

64
x6

◆
, (3.7)

respectively.3 “PNtidal(TF2)” and “PNtidal(TF2+)” in
Table III denote PN waveform models employing Tay-
lorF2 and TF2+ (see Appendix A) as the point-particle

3 We note that, for Eqs. (3.6) and (3.7), the dependence on the
mass ratio is considered only up to the leading order for simplic-
ity. This can be justified by the fact that the asymmetric-tidal
correction is expected to be sub-dominant [19]. Indeed, we find
that employing PN tidal formulas with full dependence on the
mass ratio changes the results in Table III only by . 10%.

parts of gravitational waves, respectively. Here, the 3.5
PN and 3 PN order formulas are employed for the phase
and amplitude, respectively, for the point-particle part of
TaylorF2 [38].
For all the cases, the distinguishability and the mis-

match between our waveform model and the hybrid wave-
forms are smaller than 0.25 and 1.1⇥ 10�5, respectively.
This means that the distinguishability of our waveform
model from the hybrid waveforms is smaller than unity
even for ⇢ = 200 in the frequency range of 10–1000Hz.
In Sec. IID, we found that the error of the tidal-part
amplitude model is relatively large for ⇤̃ � 850. Never-
theless, the results in Table III show that our waveform
model agrees with the hybrid waveforms in reasonable
accuracy.
The SEOBNRv2T waveforms also show good agree-

ments with the hybrid waveforms for ⇤̃ . 600. On the
other hand, the SEOBNRv2T waveforms have larger val-
ues of the distinguishability and the mismatch than our
waveform model for ⇤̃ & 700 with respect to the hy-
brid waveforms. The value of the distinguishability is
larger than 0.5 for the cases with the 15H equation of
state, and in particular, the distinguishability is ⇡ 0.8
for 15H125-125. These results are consistent with the
results of Refs. [26, 29] in which larger phase di↵erence
between the SEOBNRv2T waveforms and the numerical-
relativity waveforms is found for the larger values of ⇤̃.
We note that the SEOBNRv2T formalism is a time-
domain approximant, and thus, the computational costs
for data analysis would be higher than our frequency-
domain waveform model.
PN waveform models, PNtidal(TF2) and PNti-

dal(TF2+), show poor agreements with the hybrid wave-
forms. For PNtidal(TF2), the distinguishability and the
mismatch are always larger than 2 and 8⇥ 10�3, respec-
tively, and in particular, the distinguishability is larger
than 4 for 15H121-151, 15H116-158, and 15H125-125.
This large distinguishability is not only due to the lack
of higher-order terms in the tidal part but also due to
the lack of those terms in the point-particle part of PN-
tidal(TF2) waveforms. Indeed, the distinguishability of
PNtidal(TF2+) from the hybrid waveforms, which purely
reflects the di↵erence of PNtidal(TF2+) from the hybrid
waveforms in the tidal parts of gravitational waves, is
always smaller than that of PNtidal(TF2), and in partic-
ular, is as small as ⇠ 0.3 for the cases with the B equation
of state. However, even for PNtidal(TF2+), the distin-
guishability is larger than ⇡ 1.4 for ⇤̃ � 850. This indi-
cates that PN tidal formulas of Eqs. (3.6) and (3.7) are
not suitable for the data analysis if ⇤̃ & 850 and ⇢ & 35
no matter how the point-particle model is accurate.

B. Systematic error

Next, we estimate the systematic error of our wave-
form model in the measurement of binary parameters.
Employing the hybrid waveforms as hypothetical signals,

Mismatch:



Black hole-Neutron star  
(BH-NS) merger

• Though waveforms in the inspiral phase would have 
almost the same behavior as BNS or BBH,  
the merger part of the BHNS waveform could be 

different if the NS is (dally	disrupted  
→The	high	frequency	part	(>1kHz)	of	GW	is	
important	  
(see also e.g. Shibata et al. 2009, Lackey et al. 2014, 

Pannarale  et al. 2015)  
 
 
 
 

• Kilonova emission would also be different  due to 
difference in the ejecta morphology and composiBon 

• However…  
current GW constraint on Bdal deformability 
(~<600-800) suggests that  Bdal disrupBon is difficult 
unless the mass raBo is small (<3) or the BH spin is 
high enough (>0.75)

2

FIG. 1. Matter density (cgs units) and composition (electron frac-
tion Ye) 3ms after merger for our NS-NS (left) and NS-BH (right)
simulations with Q = 1.2.

namics code SpEC [38–40], with a two-moment approximate
neutrino transport algorithm [41, 42]. We measure the mass,
composition, and velocity of the matter outflows during the
merger for all simulations, and the mass of the post-merger
remnant disk. For the Q = 1.2 systems, we also extract the
GWs. Fig. 1 shows the result of the merger: a hypermas-
sive neutron star surrounded by an accretion disk for the NS-
NS systems, and a BH-accretion disk remnant for the BH-
NS systems. For Q = 1 (1.2), the remnant disk has a mass
of 0.08M� (0.15M�) for the NS-NS binaries and 0.03M�
(0.13M�) for the NS-BH binaries. In all simulations, a small
amount of cold, neutron-rich material is ejected in the equa-
torial plane by the merger: 0.002M� (0.004M�) for NS-NS,
and less than 0.001M� for NS-BH binaries. Less neutron-
rich polar ejecta is observed, but in the absence of magnetic
fields its mass is negligible (and not resolved in the simula-
tions). A more in-depth analysis of these simulations will
be presented in upcoming papers. We note that none of our
simulations produce a relativistic jet, e.g., as observed for

FIG. 2. Tidal effects during an inspiral in the GW phase when com-
pared to a black-hole binary as a function of time (top) and GW fre-
quency (bottom) for a 1.2M� � 1.44M� system. Grey curves are
our new NR results, with the shaded region indicating the numeri-
cal uncertainties (for NS-NS we have only one resolution); curves
with legends are the predictions from the model SEOBNRv4T. Tidal
effects accelerate the phase accumulation, hence the different signs
when comparing to a BBH at the same time or frequency.

GW170817 [43, 44], which is unsurprising given that our sim-
ulations do not include any MHD effects (see [45] for incipi-
ent jets in a NS-BH simulation).

Tidal effects in the GWs. For binaries comprising com-
pact objects of only a few solar masses with similar signal-to-
noise ratios as GW170817, current GW detectors are sensitive
only to the GWs generated during their inspiral [6]. In con-
trast to vacuum BBH mergers, an important signature of NS
matter in the GWs is due to tidal effects, where the objects’
deformations give rise to a small change in the GWs. The
dominant tidal GW signatures are characterized by a combina-
tion of each object’s EoS-dependent tidal deformability [46]
� = (2/3)k2R5/G, where G is Newton’s constant, and k2
and R are the Love number and radius.

Measurements of GW source parameters are very sensitive
to the GW phase evolutions (e.g., [47–49]). Figure 2 illus-
trates the impact of tidal effects on the GW phasing over an
inspiral (up to peak GW amplitude) for a 1.44M� � 1.2M�
binary. Grey curves shown the results from the new NR
simulations where the grey shaded region indicates the un-
certainty due to finite resolution; the data were extended to
low frequencies by matching to a theoretical model (known as
SEOBNRv4T [50, 51]), where tidal effects are described an-
alytically and thus apply to both NS-NS and NS-BH. Curves
with legends are calculated from this model. The zero-line
in Figure 2 is a BBH GW constructed by matching NR data
from the SXS catalog [52, 53] to the theoretical SEOBNRv4
model [54–56] at low frequency. As can be seen from Fig. 2 a
NS-BH binary with the relatively stiff DD2 EoS (grey shaded
region) may have similar tidal effects as a NS-NS binary with
a softer EoS (smaller NS radius). Together with the large sta-
tistical errors in the GW measurements, this makes it difficult

 13 Ref:	Foucart	et	al.	2018	
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FIG. 5. Dominant (2, 2) mode of the gravitational wave signal for
all q = 1 cases using the �2 equation of state. The shaded regions in
the zoom-in around merger time (bottom panel) lie in between wave-
forms dephased by the estimated errors from Fig. 7. The waveform
for the binary black hole simulation is assumed to be exact, as errors
are significantly smaller for vacuum simulations than for simulations
involving neutron stars. All waveforms are aligned through a time
and phase shift minimizing the phase difference in the time interval
100 < t/M < 1100.

the following: ”S” means that spin effects with fully rel-
ativistic test-spin limit are incorporated, ”EOB” refers
to the modeling approach, ”v4” refers to the NR cal-
ibration version of the non-precessing model. Matter
effects are modeled analytically and dynamically by in-
cluding f-mode excitations from the quadrupole and oc-
tupole [43, 92], but f-mode excitations neglect the effect
of the NS spin, which we find important. The spin-
induced quadrupole effects are included at leading or-
der6. The SEOBNRv4T model describes both NSNS
and BHNS inspirals. Once the inspiral evolution meets
a stopping criterion (e.g. reaches a peak in orbital fre-

6 As described in the internal LIGO Technical Document T1800028

FIG. 6. Same as Fig. 5, but for the q = 2 configurations. The errors
in the bottom panel are from Fig. 8.

quency or the merger frequency of a NSNS binary as
determined from a fit to NR data [93], or the frequency
of the f-mode resonance) the waveform is tapered to
zero 7. For the comparisons below, we used quasi-
universal relations between NS parameters [94–96] to
encapsulate the EOS-dependence in a single parameter
⇤.

• SEOBNRv4NRTidal is a frequency-domain reduced-
order-model (ROM) version of the BBH baseline of
SEOBNRv4 augmented with tidal effects described
by the fit to NR from Ref. [97], assuming that the
EOS-dependence is characterized only by ⇤, and spin-
induced quadrupole effects. The model terminates
smoothly beyond the NSNS merger frequency from
[93]. Although the NRTidal model and stopping cri-

7 Although Ref. [43] developed a non-spinning merger-ringdown model for
BHNS binaries, we do not employ it here, but use instead the version of
SEOBNRv4T available in LAL, which simply tapers the waveform at the
peak of the amplitude.
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BNS	vs.	BHNS	just	aher	the	mergers	
(Q=1.2)	Hinderer	et	al.	2018

GW	comparison	between	different	
binary	components	(Q=1)



Kilonovae/Macronovae 
lightcurve	modeling



Kilonova/Macronova
•  A fracBon of NS material would be ejected 

from the system during the merger 

• Ejected material is neutron-rich 
→heavy radioacBve nuclei would be 
synthesised in the ejecta by the so-called  
r-process nucleosynthesis 
 
→EM emission in opBcal and NIR wavelengths 
could occur by radioacBve decays of heavy 
elements 
:	kilonova/macronova 
 
   Li & Paczyński 1998, Kulkarni 2005, 
   Metzger et al. 2010 … Ref:	K.	Hotokezaka	et	al.	2013
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• Kilonova/macronova	is	expected	to	be	nearly	
isotropic	emission.	  
(cf.																				for	sGRB)	

• The	peak	5me	of	the	emission	will	come	in  
	~1—10	days.  
(cf.	~1	year		for	radio	flare)	

• The	most	of	the	emission	occurs	in	around	
op(cal	and	infrared.		

• The	mass,	velocity,	morphology,	and	the	
composi(on(electron	frac(on)	of	the	ejecta	
characterize	the	lightcurve	of	the	kilonova/
macronova.

ProperBes of  
kilonovae / macronovae

✓jet ⇠ 10�

Meje :ejecta mass

veje :expanding velocity

 :opacity

Rough	Es5ma5on

f : energy conversion rate
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The	value	of	ejecta	opacity	(κ)		can	vary	significantly	depending	on		
the	lanthanide	frac(on	of	the	ejecta 

(Kasen	et	al.	2013,	Barnes	et	al.	2013,	Tanaka	et	al.	2013)	



Mass EjecBon Mechanisms
• NR simulaBons in the last decades revealed  

various mass ejecBon processes  
and the property of the ejecta 

• Dynamical	mass	ejec(on  
mass ejecBon driven by Bdal interacBon 
                     or 
shock heaBng during the collision 
→lanthanide rich ejecta: Red	kilonova 
 
(e.g., Hotokezaka et al. 2013; Bauswein et al. 2013;  
 Sekiguchi et al. 2016; Radice et al. 2016; Dietrich et al. 2017; Bovard et al. 2017) 

• Post-merger	mass	ejec(on  
mass ejecBon from the merger remnant driven  
by magneBc force, viscosity or neutrino radiaBon  
→lanthanide free ejecta: Blue	kilonova 
(*if the remnant NS survives for sufficiently long Bme)  
 
(e.g., Dessart et al. 2009; Metzger & Fern ández 2014; Perego et al. 2014; Just et al. 
2015; Shibata et al. 2017; Lippuner et al. 2017;  
Fujibayashi et al. 2018, Siegel et al. 2018, Fernandez et al.2018)

Dynamical	mass	ejec5on  
@merger

Post-merger	mass	ejec5on  
@aher	merger 17
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Figure 5 | A unified kilonova model explaining the optical/infrared counterpart of 

GW170817. The model is the superposition of the emission from two spatially distinct 

ejecta components: a ‘blue’ kilonova (light r-process ejecta with M = 0.025M
!

, vk = 0.3c 

and Xlan = 10"4) plus a ‘red’ kilonova (heavy r-process ejecta with M = 0.04M
!

, 

vk = 0.15c, and Xlan = 10"1.5). a, Optical–infrared spectral time series, where the black line 

is the sum of the light r-process (blue line) and heavy r-process (red line) contributions. 

b, Composite broadband light curves. The light r-process component produces the rapidly 

evolving optical emission while the heavy r-process component produces the extended 

infrared emission. The composite model predicts a distinctive colour evolution, spectral 

continuum shape and infrared spectral peaks, all of which resemble the properties of 

AT 2017gfo. 

 &

0.5 1.0 1.5 2.0 2.5 3.0
wavelength (microns)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

re
la

ti
v
e
 f

lu
x
 F

¸
 (

p
lu

s 
o
ff

se
t)

t = 1.5 day

t = 2.5 day

t = 4.5 day

t = 7.5 day

a light r-process component

heavy r-process component

composite

0 2 4 6 8 10 12 14
days since merger

10-1

100

101

b
ro

a
d
b
a
n
d
 l
u
m

in
o
si

ty
, 
¸
F
¸
 (
1
0
4
1
 e

rg
s 

s¡
1
)

b g (0.40-0.55 ¹m)

r (0.55-0.70 ¹m)

i (0.70-0.85 ¹m)

j (1.10-1.35 ¹m)

h (1.50-1.80 ¹m)

k (2.00-2.30 ¹m)

GW170817:  
Kilonova with mulBple components

• Kilonova/macronova	model	with	mul5ple	components	well	interprets	the	observa5on  
(see	e.g.,	Kasliwal	et	al.	2017,	Cowperthwaite	et	al.	2017,	Kasen	et	al.	2017,	Villar	et	al.	2017)	

• early-blue	component	(~1day)	from	lanthanide-free	ejecta	 
 
+	long-las5ng	red	component	(~10days)	from	lanthanide-rich	ejecta		

• Proper5es	of	ejecta	inferred	from	the	lightcurve	 
tell	us	the	informa5on	about	the	post-merger	evolu5on	of	the	binary	merger

Ref:	D.	Kasen	et	al.	2017

Red	kilonova	
			M	~	0.03	Msun	
			v	~	0.1	c

Blue	kilonova		
			M	~	0.02	Msun	
			v	~	0.25c Too	fast		

as	post-merger	ejecta??

Too	massive	as	
dynamical	ejecta??

See	e.g.,	Metzger+18,	 
Waxman+18

What	is	the	origin	of	blue/red	kilonova?

Post-merger	ejecta		
Inside	of	dynamical	ejecta	
(less	dynamical	ejecta	 
near	the	pole)

Blue	(lanthanide-free)

Red	(lanthanide-rich)

ref)	Masaomi’s	slide-17
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Op5cal  
~1day

Infrared	
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Photon interacBon between 
different ejecta components

Post-merger ejecta�
Ye ~ 0.05−0.5

→κ ~ 10 cm2 / g
M ~ 10−2M⊙

v / c = 0.1−0.9

Dynamical ejecta�
Ye ~ 0.3−0.4

→κ ~ 0.1 cm2 / g
M ~ 3×10−2M⊙

v / c = 0.03−0.1

absorption�

Main energy source� Reprocessed Emission:  

Remnant  
   MNS 

We	perform	an	axisymmetric	radia5ve	transfer	simula5on	for	kilonovae/macronovae 
taking	photon	interplay	between	mul5ple	ejecta	components	into	account, 
and	showed	its	importance	for	es5ma5ng	the	ejecta	mass	and	velocity. 

(see	Perego	et	al.	2017,	Wollaeger	et	al.	2017	for	studies	with	similar	setups 
	and	also	Matsumoto	et	al.	for	reprocessing	models	in	different	context)	

-17

-16

-15

-14

-13

-12

-11
 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16

A
B

 a
bs

ol
ut

e 
m

ag
ni

tu
de

t [day]

D=40 Mpc, 20°)e<28°

g
r
i
z
J

H
K

Ref:	KK	et	al.	2018	



MCMC Parameter Inference
• RadiaBve transfer simulaBons are computaBonal 

expensive to perform parameter esBmaBon 
→ fiwng model employing GPR modeling  
 (Gaussian Process Regression） 

• RT simulaBon ~1 Day /model  
→ ~1 s/model 

• Photon interacBon between different ejecta 
components are taken into account 

• We are developing a MCMC parameter inference 
code based on the GPR fiwng model 

• SystemaBcs of the predicBon should be studied 
(heaBng rate, thermalizaBon efficiency, atomic 
line table, etc…) 

• (See also Villar et al. 2017,  
Coughlin et al. 2017, 2018  
for MCMC parameter inference  
based on GPR modeling)

Applica5on	to	GW170817
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VariaBon of Kilonovae 
BNS prompt collapse /BH-NS case

• If the merger remnant collapses  
 to a black hole promptly, 
(or a BH-NS merger case)  
the post-merger	ejecta	would	also	be	
lanthanide-rich	 
(see e.g., Wu et al. 2016, Siegel et al. 2018, 
Fernandez et al. 2018)  

• For BHNS merger,  
lanthanide fracBon of the ejecta  
would be higher in the absent of shock heaBng  
and neutrino irradiaBon  
→kilonova	of	BHNS	dynamical	ejecta	 
would	be	bright	in	NIR 

• Kilonova	emission	would	have	variety	
depending	on	the	components	of	the	binary	
and	its	post-merger	evolu(on	

Ref:	Siegel	et	al.	2018	

h! ! !iD ≡ R
! ! !Dd3x=

R
Dd3x, with D ¼ ffiffiffi

γ
p

ρW the con-
served rest-mass density and γ the determinant of the spatial
metric. This ratio stays roughly constant for t > 20 ms (in a
time-averaged sense) and thus indicates that a steady
turbulent state of the disk is indeed achieved.
Optically thin neutrino cooling in the midplane is bal-

anced by MHD-driven heating, and the disk regulates itself
to a mildly degenerate state with low Ye [66]. The latter
results from a negative feedback process: higher electron
degeneracy μe=kBT results in less electrons (lower Ye) and
positrons, causing less neutrino emission, i.e., a lower
cooling rate, therefore higher temperatures, and thus lower
degeneracy; the resulting state is independent of the
initial conditions. Figure 3 shows the disk once it has

fully self-regulated itself into this mildly degenerate state
(μe=kBT ∼ 1). The inner disk remains neutron-rich
(Ye ≈ 0.1) over the course of the simulation up to radii
r≲ 60 km (≲14 gravitational radii), consistent with
previous one-dimensional models of neutrino-cooled disks
[26,67].
Above the disk midplane powerful thermal outflows are

generated. These are the result of a heating-cooling
imbalance: in regions of lower density, viscous heating
from MHD-driven turbulence and energy release from
recombination of free nucleons into α particles exceeds
cooling by neutrino emission, and the weak interactions
essentially “freeze out” (although further mixing can still
change Ye). In the polar funnel these outflows possess high-
Ye (>0.2) and high specific entropy (s≳ 100kB=b), while
the denser equatorially directed outflows have lower
specific entropy (∼10kB=b) and lower Ye.
Thermodynamic properties of the outflow are recorded

by 104 passive tracer particles that are advected with the
fluid. We place these tracer particles of equal mass in the
initial setup with a probability proportional to the con-
served rest-mass density D ¼ ffiffiffi

γ
p

ρW. Table II and Fig. 4
characterize the outflow properties relevant to the r process,
including Ye, s, and the expansion time scale texp ¼ r=v,
where v denotes the three-velocity (e.g., [68]). These
quantities are evaluated for each tracer particle at the last
time t ¼ t5GK when the temperature of the particle drops
below 5 GK. At 5 GK, NSE breaks down and full nuclear
reaction network calculations are required to track nuclear
abundances. We distinguish between total outflow, defined
as all tracer particles that have reached r ≥ 103 km by the
end of the simulation, and unbound outflow, defined as
those that are additionally unbound according to the
Bernoulli criterion −hut > 1, where u t is the time compo-
nent of the four-velocity.
By the end of the simulation, ≈ð16 − 23Þ% of the initial

disk mass has been ejected into unbound outflows with
v ≈ ð0.03− 0.1Þc and asymptotic speeds of v ≈ 0.1c after
conversion of residual specific enthalpy to kinetic energy.
With the disk still launching outflows by the end of
the simulation, our GRMHD setup potentially unbinds
significantly more mass compared to two-dimensional,

FIG. 3. Snapshots of electron fraction, normalized electron
chemical potential, and contours of rest-mass density ρ ¼
½107; 108; 109; 1010; 1011& g cm−3 at t ¼ 43ms, when the disk
has fully self-regulated itself to mild electron degeneracy (the BH
interior is masked).

FIG. 4. Mass distributions of the unbound disk outflow as measured by tracer particles in terms of electron fraction, specific entropy,
expansion time scale (all at t ¼ t5GK), and outflow velocity at r ¼ 103 km.

PRL 119, 231102 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
8 DECEMBER 2017

231102-4
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Summary
• Gravita5onal	waveform	model	in	the	inspiral	phase	including	the	5dal	effect	are	 

improved	base	on	numerical	rela5vity	simula5ons	

• Consistent	results	are	obtained	between	waveform	models	derived	independently		

• Further	improvements	for	both	5dal	part	and	point	par5cle	part	waveform	models	 
would	be	needed	to	achieve	5ght	constraint	on	the	NS	EOS	in	the	future	

• Kilonovae	modeling	considering	mul5ple	ejecta	components	is	now	in	progress	

• Systema5cs	on	the	lightcurve	predic5on	should	be	studied 
(hea5ng	rate,	thermaliza5on	efficiency,	atomic	line	table,	etc…)	

• Variety	of	kilonovae	should	also	be	studied  
(lanthanide	frac5on,	morphology,	connec5on	to	the	binary	parameters)		

• GW	from	a	BHNS	merger	would	be	detected	in	not	so	far	future 
→	How	can	we	dis5nguish	an	event	of	a	BHNS	from	a	BH-BH	or	a	NS-NS  
					Merger	waveforms?  
					Electromagne5c	counterparts?  
Further	theore5cal	modeling	and	understanding	of	both	GW	and	EM	of	BHNS	are	crucial	
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Thank	you	for	listening!


