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Spatial coincident observation of BNS and SNe Ia
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Q: What are the chances to observe 

a BNS in the same galaxy as a SNe Ia? 

A: Very tiny. galaxy number density
in the local Universe 
1 SNe Ia every ~300 years per galaxy!

A: Non-negligible.

Q: What are the chances to observe a BNS in 

the same galaxy cluster as a SNe Ia? 

~9 SNe Ia per year in a Coma-like cluster
~0.15 BNSs per year in a Coma-like cluster

In ~7 years, on an average we can expect each 
cluster to have 1 BNS and 60 SNe Ia

Dilday+, 2010 

Li+, 2011 
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20

[0.9,1.4]

 There are ~ 34 clusters within 300 Mpc; each of those 
clusters will have ~ 1 BNS event in five years 
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shown in the middle panel of Fig. 3 and we notice
that the accuracy has slightly improved now for all the
networks. This is because the knowledge of source’s
sky position breaks down the degeneracy between the
sky-location angles (✓,�) and distance DL and allow
us to measure source distance relatively better. The
3G and Hetero networks are still performing far better
than the 2G network. The right panel of Fig. 5 shows
the distribution of error in cos(◆) and it has slightly
improved as compared to the case when the sky-position
of the source is not known.

(iii) Known sky-position and inclination: This sce-
nario assumes that the sky-position as well as the
inclination angles of the binary neutron stars are known
purely from their electromagnetic counterparts. This
scenario is possible as we already have seen in the
case of GW170817. The sky position of GW170817
was constrained by finding the host galaxy NGC 4993
through numerous optical and infrared observations
(Abbott et al. 2017i) whereas the inclination angle or
the so-called “opening angel” was constrained from
the X-ray and ultraviolet observations (Evans et al.
2017). This scenario has a merit as the error in the
distance measurement can be significantly reduced
as shown in the right most panel of Fig. 3. In this
scenario, we use the information of ✓, � and ◆ and
compute 6-dimensional Fisher matrices for parameters,
{lnM, ln⌘, lnDL, , tc,�c}. All the degeneracies between
the distance DL and ✓, � and ◆ are now broken which
give us highly accurate distance measurement with
median error of ⇠ 0.5% for 3G and Hetero networks
(90% sources have error < 0.8%).

5. CALIBRATING TYPE IA SUPERNOVAE WITH BINARY
NEUTRON STAR MERGERS IN A GALAXY CLUSTER

When a binary neutron star merger event occurs in a
galaxy cluster we can be certain that there will be ⇠ 10
SNe Ia in the same cluster. How do we calibrate SNe Ia in
one of these galaxies given the distance to the host galaxy
of the binary merger? The problem is that we would not
know the relative positions of SNe Ia and binary merger
host galaxy. In this section we derive the distribution
of the error one would make if one assumed that both
transients occurred in the same galaxy. In other words,
we investigate how the dispersion of galaxies throughout
the cluster might a↵ect the distance estimation of SNe
Ia calibrated through GW events in the same cluster.
An additional source of error arises from the peculiar
velocity of host galaxies of the transient events. In the
second part of this section we provide a rough estimate
of how large this e↵ect might be.

5.1. Error due to position uncertainty of SNe Ia hosts

To this end, we take the example of the Coma su-
percluster. The Coma supercluster is roughly 100 Mpc
away from Earth and contains more than 3000 galax-
ies. As shown by several studies (Lokas & Mamon 2003;
Brilenkov et al. 2017) we assume that the matter den-
sity in Coma can be well approximated by the Navarro-
Frenk-White profile (Navarro et al. 1996). To simulate
positions of galaxies within this cluster we use the pub-
licly available python-package halotools (Hearin et al.
2017) which requires the number of galaxies in a cluster,

their concentration, and the mass of the cluster as input
parameters. We simulate one thousand galaxies and as-
sume the concentration and mass of the cluster to be 9
and 1.4⇥1015M� h

�1, respectively, as reported in Lokas
& Mamon (2003). We take h to be 0.701.

Let us consider that one detects a binary neutron star
merger in Coma cluster in a given year and it will then
be accompanied by ⇠ 60 SNe Ia. We distribute 1 bi-
nary neutron star and 60 SNe Ia randomly among these
1000 simulated galaxies, and calculate the fractional dif-
ference ✏ in the luminosity distances of binary neutron
star merger and SNe Ia in the Coma supercluster as

✏ =
|DBNS � DSNe|

DBNS
, (5)

where DBNS and DSNe are the true distances of binary
neutron star mergers and SNe Ia, respectively, in our
simulation. In our example there are 60 samples of ✏ and
its cumulative distribution is shown on the top panel of
Fig. 6. From the Figure we note that 90% (99%) of the
times ✏ < 0.8% (< 1.5%) which implies that there will
be O(1%) error in the distance estimation of SNe Ia if
calibrated through binary neutron star mergers in the
same galaxy cluster. However, what is the typical error
in the distance measurement of the binary merger itself
in these galaxies?

We compute error in the distance measurement of
galaxies in Coma using di↵erent networks of detectors.6

Figure 8 shows the cumulative distribution of network
SNR for this population of binary neutron stars in Coma
for 2G, 3G and Hetero detector networks. We compute
error in binary’s distance measurement in all the three
observational scenarios we discussed in the previous sec-
tion and the results are shown in Fig. 9. The 3G network
performs the best in constraining distances with median
of ⇠ 2% error (90% sources have error < 10%) when
the electromagnetic counterpart of the binary neutron
star merger can not be identified. The error reduces to
⇠ 0.3% (90% sources have error < 0.5%) when both the
sky-position and inclination angle are known from the
electromagnetic observations. Figure 10 and 11 depict
the cumulative distribution of errors in the measurement
of cos(◆) and 90% credible sky area, respectively.

This shows that the error in distance estimates due to
calibration is comparable to the statistical error for the
galaxies in Coma cluster.

5.2. Error due to peculiar velocities of host galaxies

In a rich cluster, galaxies can have quite a large pe-
culiar velocity. For example, Lokas & Mamon (2003)
quote that the peculiar velocity ~vp in Coma cluster can
be as large as ⇠ 104 km s�1, while typical rich clusters
are known to have |vp| ⇠ 750 km s�1 (Bahcall 1995).
What is relevant is the peculiar velocity projected along
the line-of-sight n̂, namely ~vp · n̂, because it is this ve-
locity that a↵ects the apparent luminosity of SNe Ia
and binary neutron star mergers due to the Doppler ef-
fect. For ~vp of a constant magnitude but distributed
isotropically in space we would expect the line of sight

6 In order to sample the sky positions with respect to Earth, we
assume that the center of Coma supercluster is located on the sky
with ✓ = 27.98� and � = 194.95�.
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Fig. 6.— Cumulative distribution of ✏, the fractional di↵erence between binary neutron star mergers and SNe Ia distances in Coma
supercluster. The cyan curves are 100 realization of sampling radial positions of galaxies in Coma using halotools and the black curve
represents the median. Top, middle and bottom panel is for assuming 1, 2 and 5 binary neutron star mergers in the Coma.

RMS velcoity to be ~vp/
p

3. However, ~vp varies through-
out the cluster, and for Coma using halotools we find
v ⌘ h(~vp · n̂)2i1/2 ⇠ 103 km s�1

, where h. . . i stands for
average over all directions.

The error induced in the luminosity distance due to
the RMS line-of-sight velocity v is �DL = v/H0. Hence,
for H0 = 70 km s�1 Mpc�1

, the error in distance is
�DL ' 14 Mpc. This is the typical error we make in
the estimation of distance due to peculiar velocity and
it remains the same for a cluster of given concentration.
Thus, at the distance of Coma cluster, this error is ⇠ 14%
while it deduces to ⇠ 5% for clusters at 300 Mpc. As
seen in Fig. 3, the error in luminosity distance due to
GW measurements alone (assuming that the host’s sky
position is known) is ⇠ 1.2%, which is far less compared
to the error due to peculiar motion and comparable to
error due to the position uncertainty relative to binary
neutron star merger of SNe Ia that we discussed in the
previous section. Thus, calibration of SNe Ia up to 300
Mpc is largely due to the peculiar motion of galaxies.

In summary, as calibrator GW events in a cluster lead
to either small or comparable errors in the estimation of
distances to SNe Ia.
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Fig. 7.— Cumulative distribution of magnitude of the line of sight
peculiar velocity, |~vp · n̂|, of galaxies in Coma cluster. The cyan
curves are 100 realization of sampling radial velocities of galaxies in
Coma using halotools and the black curve represents the median.

Fig. 8.— Cumulative distribution of network SNR of BNSs in
galaxies in Coma supercluster measured with various networks of
detectors. The binary neutron stars in these galaxies have masses
1.45M� � 1.35M� and isotropic orbital inclinations.

6. CONCLUSIONS—GRAVITATIONAL WAVES AS A
COSMIC DISTANCE LADDER

In this paper we explored the possibility of calibrating
type Ia supernovae using gravitational waves from coa-
lescing binary neutron stars as standard sirens. Accord-
ing to the current best estimates, the volumetric rate of
SNe Ia is 30 times larger than binary neutron star merg-
ers. Even so, there is a very little chance that a SNe Ia
would occur in the same galaxy as a binary neutron star
merger. However, when a neutron star merger occurs
in a galaxy cluster it is guaranteed that more than one
SNe Ia would have occurred in the same cluster. Indeed,
we expect in a typical cluster, such as Coma, a binary
neutron star merger will be accompanied by ⇠ 60 SNe
Ia each year, providing ample opportunity to calibrate
supernovae using standard sirens.

To accomplish this task it is necessary to control
the error in the measurement of distance to merging
binary neutron stars to well below other sources of error,
such as the unknown relative positions of SNe Ia and
proper motion of galaxies within a cluster. The error
by assuming that SNe Ia occur in the same galaxy as
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TABLE 1
Description of various detector networks used in this paper.

Network Detector location Detector sensitivity flow (Hz)

2G Hanford-USA, Livingston-USA, Italy, India, Japan aLIGO, aLIGO, AdV, aLIGO, KAGRA 10, 10, 10, 10, 1
3G Utah-USA, Australia, Italy CE, CE, ET 5, 5, 1

Hetero Utah-USA, Livingston-USA, Italy, India, Japan CE, Voyager, ET, Voyager, Voyager 5, 5, 1, 5, 5
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Fig. 1.— Projected number of rich galaxy clusters with dis-
tances calibrated by GW observation of binary neutron star merg-
ers (BNS), as a function of the ratio of rates of SNe Ia to BNS
mergers (8:1 in orange; 30:1 in light blue; 300:1 in magenta)
and duration of active GW observations with appropriate sen-
sitivity (DL  300 (h/0.72)�1 Mpc). Illustrated ranges are at
90%-confidence. Upper panel: Number of rich galaxy clusters at
z < 0.072 (out of 34 in the sample) with detected BNS mergers.
Lower panel: Rates of detection for SNe Ia in the BNS host clus-
ters, quoted as rates per cluster per year of optical observations.
Plot x positions have been adjusted for clarity; all simulations were
evaluated at integer years only. See text for discussion.

We note that 90%-confidence ranges on these num-
bers are larger than the Poisson error on the number of
SNe Ia would suggest, because fluctuations in the number
of BNS host clusters with GW distance measurements
typically dominates the overall uncertainty. Overall, as
a robust lower bound, Fig. 1 shows that the BNS ap-
proach can anticipate successful calibration of >1 SNe Ia
per cluster per year, or >10 SNe Ia per cluster for ten
years of optical observation.

In the next section, we compute error in the measure-
ment of distances to the nearby galaxy clusters hosting
binary neutron star mergers and see how accurately we
can estimate distances using various networks of GW de-
tectors.

4. DISTANCE MEASUREMENT ACCURACY USING
STANDARD SIRENS

Let us consider a population of binary neutron stars is
uniformly distributed in the comoving volume between
luminosity distance DL of 10 Mpc and 300 Mpc. As we
shall see below, for binary neutron star mergers closer
than about 300 Mpc the statistical error in the distance
measurement is well below systematic errors. Moreover,
at such distances we can approximate the luminosity
distance-redshift relation to be given by the Hubble-
Lemâıtre law DL = cz/H0 and we don’t need to worry
about cosmological e↵ects. Also, since we will be using
GWs to calibrate distance to SNe in the local universe,

this distance range in more relevant.
We assume neutron stars in the binaries to be non-

spinning, have fixed masses m1 = 1.45M� and m2 =
1.35M� and be located randomly on the sky; that is,
their declination ✓ and right ascension � obey uniform in
[�1, 1] in cos ✓ and uniform in [0�, 360�] in �, respectively.
Further, we assume that the cosine of the inclination an-
gle ◆ (the angle between binary’s orbital angular momen-
tum L and the line of sight N) is uniform in [�1, 1]. The
antenna pattern functions of GW detector also depend
on the polarization angle  , which sets the inclination of
the component of L orthogonal to N (see Sec. 4.2.1 in
Sathyaprakash & Schutz (2009)). We choose  to be uni-
form in [0�, 360�]. This constitutes the parameter space,
{m1, m2, DL, ◆, ✓,�, , tc,�c}, for our target binary neu-
tron stars, where tc and �c are the time and phase at the
coalescence of the binary and we set them to be zero in
our calculations. As binary neutron stars have long in-
spirals, we use 3.5PN accurate TaylorF2 waveform (Buo-
nanno et al. 2009) to model their GWs.

Fig. 2.— Cumulative distribution of network SNR for 2G, 3G,
Hetero networks, summarized in Tab. 1. A population of binary
neutron stars with masses 1.45M� � 1.35M� have isotropic sky-
locations and orbital inclinations and are uniformly distributed in
the co-moving volume between 10 Mpc and 300 Mpc.

Currently we have three second generation (2G) GW
detectors that are operational: advanced LIGO (aLIGO)
in Hanford-USA, aLIGO in Livingston-USA, and ad-
vanced Virgo (AdV) in Italy (Aasi et al. 2015; Acernese
et al. 2015). The Japanese detector KAGRA (Aso et al.
2013; Somiya 2012) is expected to join the network in the
third observing run, and the detector in the Indian conti-
nent, LIGO-India, is expected to be online by 2025 (Iyer
et al. 2011). Therefore, in a few years time we will have a
network of 2G detectors fully operational, observing the



C H A L L E N G E S
need complete supernovae catalog 

especially in clusters; LSST may be able to do this, but can we 
get enough information from LSST that can be used to 
calibrate supernovae? 

cluster SNe Ia are not normally used in H0 measurements 
because cluster peculiar velocities are very large; this is not a 
problem for calibrating SNe Ia with BNS in the same cluster 

what are the challenges in following up BNS events within 300 
Mpc 

we need coordinated effort among EM telescopes to meet up 
to the challenge of observing ~1-2 events every week 

shouldn’t we start thinking about this now so that we are 
prepared to do this already in O4 or the A+ era
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