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We are interested in Compact Binary Coalescences with high mass ratio. 

Strain

Template

The traditional searching method is based on a matched filtering technique applied over a complete template bank. This method is robust but slow.

Alternatively, we can use a spectrogram to visualize the data and this two-
dimensional image is perfect to be used alongside image processing Machine 
Learning (ML) techniques.

Some benefits of using ML are: 
Extensive literature from other fields 
Fast inference speeds 
Easy implementation due to preexisting libraries



D ATA  P R E PA R AT I O N  -  Pa ra m e t e r  S p a c e
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ψ ∈ [0, π/2]
Inclination

θJN ∈ [0, π]
Polarization

α ∈ [0, 2π]
Right Ascension

δ ∈ [−π/2, π/2]
Declination

m1 ∈ [1, 20] M⊙
m2 ∈ [0.01, 1] M⊙

DL ∈ [1, 100] Mpc

Masses
q ∈ [1, 2000]
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PyCBC + Input Parameters

h+, h× Antenna factors

+
+Noise

Q-transform

NormalizationX =
X − μ

σ

Number of training images:

∼ 112.000

Divided equally into signal 
and real noise (extracted 

from periods of O3a which 
do not contain an event)

Constant Q-transform
𝔼(X)

Var(X)



C N N  A R C H I T E C T U R E   
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…

…

Convolution + Pooling layers

Flattening

Dense layers

Discriminant

The actual architecture used is that of a ResNet50. For a detailed explanation of the layers see Phys. Rev. D 103, 062004 (2021)

The activation function of the last layer 
is chosen to be a sigmoid:

f(x) =
1

1 + e−x

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.103.062004


Example for the H1L1V1 case

T R A I N I N G  R E S U LT S
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In total, we have trained  7 CNNs (covering all possible ITF combinations). The metrics that we follow are: 
Loss 
Accuracy 
Validation accuracy (decision metric) 
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To establish a threshold to define a trigger we require the discriminant to have associated a False Alarm Rate of  FAR ≤ 1 yrs−1

To compute the FAR we have performed a time-shifted analysis

FAR(η) =
N(η)

T

Discriminant Total time analyzed

Number of images with a 
discriminant equal or 

higher than η

ITF 1

ITF 2

We have analyzed the equivalent of 
152 years of data for each period 
(O3a or O3b) to estimate the FAR. 

T h i s i m p l i e s  i m a g e s 
processed in total.

∼ 109

MinoTauro, a GPU cluster 
held at BSC, was used to 
analyze the data

Combining these shifted signals we 
make sure that the final image will be 
composed of noise  and any coincident 
trigger will be random.

O3a  CNN
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To enhance the detection of events we have explored the combination of the outputs of the CNNs trained with the information coming from different ITFs.

D = β1DL1H1V1 + β2DL1H1 + β3DL1V1 + (1 − β1 − β2 − β3)DH1V1

β1 = 0.03 β2 = 0.30 β3 = 0.33

Method 1 from Physics of the Dark Universe 35 (2022) 100932

Loss =
SNR=40

∑
SNR=5

σ2
SNR σ2

SNR = ⟨DSNR − ⟨DSNR⟩2⟩

After running it for our case:

Method 2 from Physics of the Dark Universe 35 (2022) 100932

After running it for our case:

Loss =
SNR=40

∑
SNR=SNR0+1

N(DSNR < D0)
NSNR

: SNR at which to accept 50% of the eventsSNR0

N(DSNR0
> D0)

NSNR0

= 0.5

D0

Optimizer didn’t converge, the 
function is not smooth enough

Loss = −
1
N

N

∑
i=1

yi log(Di) + (1 − yi)log(1 − Di)

Minimization of the binary cross-entropy

After running it for our case:
D = β1DL1H1V1 + β2DL1H1 + β3DL1V1 + (1 − β1 − β2 − β3)DH1V1

β1 = 0.45 β2 = 0.50 β3 = 0.0

Arithmetic mean

Gives a good 
FAR distribution

Example 

https://www.sciencedirect.com/science/article/pii/S2212686421001473?via=ihub
https://www.sciencedirect.com/science/article/pii/S2212686421001473?via=ihub
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⟨VT⟩ = ∫ dz
1

1 + z
dVc

dz
e(z)

ℛ90 =
2.3

⟨VT⟩

Effective volume:

Efficiency (fraction of events 
that can be recovered)

90% CL upper limit of the merger rate 
according to the loudest event statistic:

Comoving volume

As expected, we are less 
sensitive but we cover a 
broader range.

The next step is to recast this as limits to different 
theoretical models of Primordial Black Holes

(See, for example, arXiv:2109.12197)

https://arxiv.org/abs/2109.12197


C O N C L U S I O N S
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We have shown the results using a machine learning approach to detect mass-asymmetric CBC events

We have chosen the ResNet50 architecture for excelling in pattern recognition in 2D images

We have been able to establish an upper limit to the merger rate in the mass range considered

We have explored a way to combine the outputs of the different CNNs

1
2
3
4
5

This approach is less sensitive than traditional matched filtering but faster (an entire scan takes a day to run instead of months)


