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Gravitational waves detection problem
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Rare and weak signals in complex 
background:  non-Gaussian non-stationary
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Glitches zoo
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Credits: Gravity Spy dataset

1080 Lines 1400 Ripples Air Compressor Blip Paired Doves

Chirp Extremely loud Helix Koi Fish

Light Modulation Low Frequency Burst Low Frequency Lines No glitch

Scratchy

Whistle

https://www.sciencedirect.com/science/article/pii/S0020025518301634
https://www.sciencedirect.com/science/article/pii/S0020025518301634
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ML used for GW signal detection
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Data representation 

Spectrogram vs Time series
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ML used for GW signal detection

Pioneering works (e.g. George et al.1 or Gabbard et al.2)


NN are capable to detect BBH (FAP ~ 1e-3 on a single-detector)


To be usable a lower FAR is needed 


Recent work (Schäfer et al.3)


Explored different training strategies and solution for softmax


FAR ~ 1/month but on gaussian noise


This work: 

time-series representation, real noise from single detector, trigger pre-
selection
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1 Phys. Rev. D 97, 044039 (2018).   
2 Phys. Rev. Lett. 120, 141103 (2018)

3 arXiv:2106.03741

Data representation 

Spectrogram vs Time series
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Single-detector time
Glitch impact on sensitivity is larger during single-detector periods as 
coincidence with additional detector is impossible. Can machine learning help?


Single-detector time:


2.7 months in O1+O2; 1.6 month in O3
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09/2015 -> 01/2016 (~4 months)

11/2016 -> 08/2017 (~9 months)

04/2019 -> 03/2020 (~1 year)

O1

O2

O3
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Training data: 3 classes
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Noise

Signal

Glitch

Segments of glitches and “clean” noise data samples from the one month of LIGO O1 run (downsampled to 2048 
Hz), whitened by the amplitude spectral density of the noise.

Real detector noise from real data 
when nor glitches nor signals nor 
injections are present

Real detector noise (selected as 
noise class) + BBH injections

Data containing glitches

(glitches inferred from 2+ detector 
periods with gravity spy and cWB)
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Details on the dataset
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• Segments of fixed duration: 1 second 
• Bandpass filter [20,1000] Hz

• No superposition between segments in 1 month 

dataset

• Glitch position random in the segment (if short 

duration, fully contained) or tailing over multiple 
segments if duration > 1 s


• Samples for training:

• Noise: 2.5e5

• Signal: 2.5e5

• Glitch: 0.7e5 


•  Samples for testing:

• Noise: 5.2e5

• Signal: 2.5e5

• Glitch: 0.8e5

Signal injection:

• Position random in the segment but almost fully 

contained

•  Type pf signal: (BBH)


• m1+m2 ∈ (33,60) M⊙ 

• SNR ∈ (8,20) 
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CNN used as starting point

9

CNN used: small network with 4 convolution layers (with dropouts and pooling) used as 
classifier to distinguish the 3 classes: noise, noise+signal, glitches  

Output: probability of 
belonging to each class

Noise

Noise + signal

Glitch

Layer # 1 2 3 4 5
Type Conv Conv Conv Conv Dense

Filters 64 32 16 8 -
Kernel 

Size
16 8 8 4 -

Strides 4 2 2 1 -
Activation relu relu relu relu softmax
Dropout 0.5 0.5 0.25 0.25 -
Max Pool 4 2 2 2 -

Convolutional  
Layers

Fully 
Connected 

Layer

Optimiser: Adam 
(except otherwise 

indicated)
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Probability to be classified as signal
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Use the probability of the signal classification as statistic to distinguish signal vs noise+glitches
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Efficiency vs probability

11

Probability to be classified as signal

Effi
ci

en
cy

Prob>0.8 Prob>0.85 Prob>0.9 Prob>0.95
SNR>8 85% 84% 82% 79%
SNR>10 90% 89% 88% 86%
SNR>14 94% 94% 93% 92%
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FAP vs Probability
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Efficiency at SNR=8 when noise FAP<1e-4

Cut Efficiency Glitch FAP
Standard 0.94 78% 2.37e-04

Std + Nadam 0.98 80% 1.62e-04
More filters 0.80 80% 2.25e-04

• “Std” standard architecture used for reference 
filters= 64,32,16,8


• Use of another optimiser Nadam

• Comparison with a similar architecture with more 

filters: 256,128, 64,64
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ROC: efficiency vs FAP
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• Nadam optimiser allows to get an 
improvement


• Increasing the number of filters goes also in 
the right direction and the improvement is 
more evident at higher SNR

SNR>8

SNR>14
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NN architectures for time series

Literature of NN architectures for time series


TCN: Temporal Convolutional Network (next slides)


IT: Inception Time (https://arxiv.org/abs/1909.04939)


g2net kaggle competition: a lot of results used EfficientNet (arXiv:
1905.11946v5)


new scaling method that uniformly scales all dimensions of depth/
width/resolution using a simple yet highly effective compound 
coefficient


NOT TRIED (YET)
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https://arxiv.org/abs/1909.04939
https://arxiv.org/abs/1909.04939
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Temporal Convolutional Network
Web page: https://github.com/philipperemy/keras-tcn


Paper: https://arxiv.org/abs/1803.01271


Easy to install: pip install keras-tcn
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Arguments of the TCN

Same number of filters and 
kernel size in all the layers

By default 6 layers

Pay attention to the receptive field (you how far the 
model can see in terms of timesteps)

Results given here: nb_filters=32, kernel_size=16
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Inception time
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TCN: good ratio efficiency vs FAP but doesn’t allow 
to reduce the minimum FAP 

# false alarms per months obtained by:

FAP_noise * #_1sec_noise_seg_1month_O1 +

FAP_glitch * #_1sec_glicth_seg_1month_O1

(rough estimate…)
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Activation effect + IT
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Blu line:

• activation=None in the output layer of the network

• keras.losses.CategoricalCrossentropy(from_logits=Tr

ue) as loss in model.compile

• Softmax applied at the end to get the predictions

Orange line:

• activation='softmax' in the output layer of the 

network

• keras.losses.get('categorical_crossentropy') as loss in 

model.compile

Network: Inception Time

• Biggest kernel size = 80

• Depth (number of modules) = 10

• Number of filters = 32
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TCN vs IT
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Conclusion

GW signal classifier from single-detector time-series 


FAR ~ few/month can be achieved 


Can noise rejection be improved further to reach 1/month? 


investigating other architectures specialised for time-series


Can we optimize the CNN with this objective specifically?


Working on alternative loss functions
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Backup slides
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Inception time
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• RF is the receptive field. It is determined by the two following parameters, 
roughly my multiplication


• KS is the biggest kernel size in each module (InceptionTime uses kernels 
of different sizes at each step)


• D is the depth (number of modules)

• F is  the number of filters for each kernel size with each module

• P1 indicates that the model uses pooling after each residual connection, 

that is every 3 modules

FAP
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George et al. 


Phys. Rev. D 97, 044039 (2018). 

Gabbard et al.


Phys. Rev. Lett. 120, 141103 (2018). 


