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Introduction

• Deep learning models require large datasets for successful 
training.
– Sometimes it is very hard or not possible to collect enough data.

– This can be an obstacle to the successful application of deep learning 
methods in some fields.
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Introduction

• Transfer learning (TL)
– One possible way to overcome the problem of small datasets.

– Transfer knowledge gained on one task to the target task. Therefore, 
successful training is possible even with a small target dataset.

– May as well speed up the convergence of the model.

Traditional learning

Evaluation
Initial learning

Transfer of
knowledge



Research questions

• How transferable is the knowledge between domains?
– Intra-domain: between different seismology datasets.

– Cross-domain: between seismology, audio, medicine and finance 
datasets.

• How does TL affect the convergence of the model?

• How does target dataset size affect the performance of TL?
– We use target datasets with 1,500 and 9,000 training instances. These 

are obtained by reducing the source datasets.

• How does model choice impact the performance of TL?
– We use two seismology-specific models and two general purpose time-

series models.



Experiment

• The input to the model is a raw waveform.
– Convolutional layers learn to extract features from raw waveform data.

– Already trained convolutional layers can be transferred to some other 
task.

• Examine transfer of knowledge between all pairs of domains to 
find compatible pairs.

• Train referent model only on the target dataset and compare it 
to the TL model that was pre-trained on the source dataset, 
and fine-tuned on the target dataset.



Experiment

• Perform grid search to find optimal hyperparameters for TL.

• Rerun experiment multiple times so statistical tests can be 
applied.

• Summary:
– 4 models

– 6 source datasets

– 6 target datasets having 1,500 training instances

– 6 target datasets having 9,000 training instances

– Totally 60 pairs of domains to examine (cases in which target dataset is 
a subset of source dataset are ignored)



• LOMAX

• LEN-DB

• STEAD

• SPEECH

• EMG

• S&P 500

• ConvNetQuake INGV

• MagNet

• MLSTM FCN

• TCN



Experiment



Evaluation metrics - classification

• Accuracy: weighted F1

• Convergence rate



Evaluation metrics - regression

• Accuracy: mean absolute error (MAE)

• Convergence rate



Experiment workflow



Results Accuracy:

Convergence rate:



Results



Results – accuracy



Results – convergence rate



Results – performance gain



Results – learning rate multiplier



Conclusions

• We found out that TL is very likely to get a better performance 
score, or at least as good as the model trained from scratch. It 
is very unlikely to perform worse than models trained from 
scratch.

• Even seemingly unrelated domains can be mutually compatible 
enough to yield positive effects.

• TL enabled models to converge on small and difficult datasets, 
while traditionally trained models could not converge.

• All models had approximately the same probability of 
achieving better results with TL.



Main message

• Transfer learning is very likely to either result in positive or 
nonnegative effects.

• The hyperparameters for optimal transfer learning depend a 
lot on the chosen model.

• A model pre-trained on unrelated task can be better than a 
randomly initialized model.

• Should work on GW data too.



More info

• https://www.sciencedirect.com/sc
ience/article/abs/pii/S095070512
1010984

• https://arxiv.org/abs/2201.04449

• https://github.com/ecokeco/tstl
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