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Background
• Machine & Deep Learning (ML, DL)  applications are widespread in several fields of 

Science


• Several ML/DL software platforms (e.g., TensorFlow/Keras, PyTorch, Scikit learn, Caffe, 
…) to perform sophisticated analysis


• Well organized datasets are essential for exploiting the potential offered by the 
software platforms to perform the basic operations of learning, validation and testing


• Seismology is a data rich field: raw data (recorded waveforms) and databases with 
parametric measurements (phases, ground motion amplitudes, ...), and parameters 
obtained from analysis (location, magnitude(s), moment tensor, fault plane solutions, 
…)
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Topics in seismology with ML & DL
• Event Detection, phase classification, picking of seismic phases (e.g., Ross et al., 2018; L. Zhu 

et al., 2019; Walter et al., 2020; Mousavi et al., 2020)


• Earthquake location, magnitude, fault mechanism (e.g. Perol et al., 2018; Trugman and Shearer, 2018; 
Kriegerowski et al., 2018; Zhang et al., 2020; Lomax et al., 2019; Mousavi and Beroza, 2020; Münchmeyer 
et al., 2021) 


• Earthquake Early Warning (e.g., Li et al., 2018)


• Synthetic seismograms (e.g., Krischer & Fichtner, 2017)


• Inversion/tomography of seismic data for the Earth’s interior (e.g., Bianco et al., 2019)


• Ground shaking estimation (e.g., Alavi, 2011; Derras et al., 2012, 2014; Jozinović et al., 2020; Münchmeyer 
et al., 2020)


• Analysis of massive seismic waveform data sets mining, clustering and dimensionality reduction 


• Noise removal (e.g, Zhu et al., 2019)


• …
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Qualified benchmark datasets

• Benchmark datasets and competitions are playing a crucial role in driving 
progress and innovation in ML research. 


• High-quality benchmark datasets have two key benefits: 

• enabling rigorous performance comparisons and 

• producing better models. 


• Competitions are common practice in ML practice to report performance of new 
algorithms on standard datasets 

• ~500 completed competitions on kaggle (kaggle.com)

• In seismology, it was launched a ML competition for  laboratory earthquake forecasting 

and Johnson et al. (2021, PNAS) and the SeismOlympics (Fang et al., 2017). 
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Examples of benchmark datasets
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Benchmark datasets in seismology



In seismology and to the purpose of ML and DL, we can consider datasets 
consisting of either i.) raw or instrument removed waveforms (e.g., STEAD, 
INSTANCE, SCEDC,..) ; ii.)  synthetic waveforms (e.g.,  OpenFWI) or iii.) big 
collections of parametric data (e.g., ShakeDado). 


Metadata can serve as labels in supervised ML and for (sub)dataset 
selection.  


Which data to include ? High-quality data only (i.e., faulty data are removed) 
versus dataset that include also “faulty” data but with a large number of trace 
diagnostic metadata (e.g., distributions of trace mean, median, quartiles,…). 


Datasets consisting of >106  window traces at high sampling rate require 
weeks to download using standard web services and other technologies 
should be used to access to the data archives (e.g.,  Apache Spark)


Datasets should be formatted ready to be digested by ML/DL software 
platforms like Keras/TensorFlow, PyTorch, … 

Dataset compilation  
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Dataset Compilation - INSTANCE

Michelini et al. (2021). INSTANCE – 
the Italian seismic dataset for 
machine learning, Earth Syst. Sci. 
Data, 13, 5509–5544, https://
doi.org/10.5194/
essd-13-5509-2021, 2021.

http://www.pi.ingv.it/instance/
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Dataset Compilation - INSTANCE

Data: 2005-2020 from EIDA INGV node


Event traces: 1,159,249 (90.0 %)

Noise traces: 132,288  (10.0%)


Total: 1,291,537

P- and S-wave phase selection (residuals & weight) 


P

S



54,008 earthquakes -> 1,159,249 3C event traces 
132,288 noise traces

Dataset Compilation - INSTANCE



Metadata channels networks

polarities magnitudes

115 metadata associated to each event trace

46 metadata associated to each noise trace


4 types of metadata:

- Source, station, trace, path (event)

- Station, trace (noise)
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Magnitude versus distance
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Path metadata: traveltimes
0-700 km 0-200 km 0-100 km 0-40 km
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trace metadata: Signal to Noise Ratio (SNR)

SNR (top: linear; bottom: log10) SNR vs distance (top) linear; SNR vs mag (bottom)
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trace metadata: Intensity Measurements

IMs M ≥ 2 IMs M=3

PGA, PGV, PGA %g, SA [t=(0.3,1.0,3.0 s)] vs distance



trace metadata: Quality Control
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QC distributions (highlighted EQT and GPD)

Event

Noise



Event Waveforms
earthquakes 2≤M<3 (~67 % 

of the HH channels) 

earthquakes 3≤M<4 (14 %);

earthquakes M≥4 (2 %)

earthquakes 
trace_E_snr_db≥10 and 

path_ep_distance<100 km 
(55 %)

earthquakes 
trace_E_snr_db≥10 and 

path_ep_distance≥100 km 
(11 %)

earthquakes M≥4 and 
trace_E_snr_db≥10 (2 %)

Selection using 
different criteria based 

on the metadata



Comparison between available seismological ML datasets



•Accessing various benchmark datasets for training and 
implementing the standardization of models is a time-consuming 
process, hindering further advancement of ML techniques within 
seismology. 


•The overall goal is to facilitate the analysis to data users through a 
standard analysis framework to allow:

• the analysis of different benchmark datasets using the same DL 
model 

•the use of different DL models on the same benchmark dataset, 

•the inclusion of pre-processing tasks (e.g., data augmentation)


 

•SeisBench is a software package that tackles these issues. 


Benchmarking platform



•SeisBench is an open-source framework for deploying ML in 
seismology—available via GitHub.


 

•SeisBench standardizes access to both models and datasets, 
while also providing a range of common processing and data 
augmentation operations through the API.

Woollam, J.,  Münchmeyer, J. et al. (2022). SeisBench—A 
Toolbox for Machine Learning in Seismology. Seismological 
Research Letters; 93 (3): 1695–1709. doi: https://doi.org/
10.1785/0220210324

Münchmeyer, J., Woollam, J. et al. (2022). Which picker fits my 
data? A quantitative evaluation of deep learning based seismic 
pickers. Journal of Geophysical Research: Solid Earth, 127, 
e2021JB023499. https://doi.org/10.1029/2021JB023499
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SeisBench as a unifying framework for developing models and applying them 
to seismic data

Data, Generate, and Model tags highlight the different modules available within SeisBenchFrom Woollam et al. (2022)



SeisBench example

Example code blocks, which download a seismic waveform [1], then 
loads a pretrained deep‐learning picking model and applies the 
model to predict on the seismic stream using either one of two ML 
architectures (GPD and EQTransformer) [2]. Resulting picks and 
characteristic functions from the output probabilities are displayed 
beneath the code blocks.

From Woollam et al. (2022)



Example of benchmarking using SeisBench: P-picking

Histogram of P residuals from in‐domain 
experiments. Vertical dashed lines show median 
(red) and mean (orange) of the residuals. 

From Münchmeyer et al. (2022).



Example of benchmarking using SeisBench - Distribution of P pick residuals

Distribution of P pick residuals from cross-domain 
experiments. Each panel shows one combination of 
training (row) and evaluation (column) data set, each 
bar one model. 

From Münchmeyer et al. (2022).



Conclusions & Outlook
• Benchmark datasets appear crucial for developing and testing ML/DL models 


• Benchmark platforms are also highly desirable to facilitate the testing of different 
models on the same dataset or, viceversa, for testing the same model  on different 
datasets


• Adoption of the same formats for data (e.g., HDF5) and the metadata (e.g., grouping 
according to source, station, trace and path,  nomenclature standardization)


• Provision of a large number of metadata makes the dataset usable for many 
different analysis (e.g., earthquake detection, location, size estimation, denoising, 
ground motion estimations, …) 


• SeisBench is open source available on GitHub and it has the potential to become 
the reference platform for performing ML in seismology 
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