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Virgo data quality
 Detector monitoring 

 Noise characterization 
 Transient noise
 Spectral lines

Commissioning team
 Data quality reports

Data analysis groups 

 Data quality flags and vetoes
 Define the ‘good for science’ datasets
 Help reducing the background for the various search pipelines

 Vet gravitational-wave candidates 

 Interface with several other Virgo groups + the LIGO DetChar group
 Noise hunting – see previous talk  Common tools
 Online  Similar checks
 Commissioning, data analysis searches  Separate framework 2



A wide set of tools: a few examples
 Virgo Interferometer Monitoring
 Example: 2017/08/17 

 Large set of plots 
 Updated every half hour
Arranged by category
Archived

 Subset of these plots 
public in real time during
science runs:
http://www.virgo-gw.eu/status.html
 Bookmark URL and

browse next year!
3



A wide set of tools: a few examples
 Detector Monitoring System
 Snapshot around

GW170817

 Real-time status
of all detector
components 

 Hierarchical
structure to find
the actual cause
of a top-level alarm

Archives
accessible in
playback mode
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A wide set of tools: a few examples
 Glitch monitoring: Omicron
Analysis of transient bursts of noise

in the time-frequency plane
 Virgo data for GW170814

 Patterns visible on hour-long timescale 

 Scan auxiliary channels
 Look for glitches in coincidence
 Veto recipes
 Trade-off: efficiency vs. deadtime 5

Before veto                         After veto



Digest of the Observation Run 2 – ‘O2’
 Virgo performance in August 2017
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Digest of the Observation Run 2 – ‘O2’
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 Detailed studies of the gravitational-wave candidates
 The GW170814 and GW170817 events

 Checks done manually; to be automated as much as possible in the future
Additional candidates for the final ‘O2 catalog’ to be published soon

 Coordination of a reference O2-Virgo detector journal article
Work still in progress: people busy with O2 analysis and/or O3 preparation



O3 preparation
 Dataflow
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O3 preparation
 Dataflow

 Challenges 
 New data quality products
 Example: the veto streams
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O3 preparation
 Dataflow

 Challenges 
 New data quality products
 Low(er) latency
 Open public alerts era
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O3 preparation
 Dataflow

 Challenges 
 New data quality products
 Low(er) latency
Automated data quality reports (DQR) for the (hopefully numerous) GW candidates
 Inputs to ease human decision 13



Zoom on the Data Quality Report
Webpage generated for each DQR run
 Triggered automatically

A dozen checks already implemented
 Virgo status
 Data quality flags
 Various studies of the data quality of the data: from coarse to detailled analysis 
 Scan of the online process logfiles
 Environment checks

 Development still in progress for O3 14
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A wide set of tools: a few examples
 Environmental monitoring

 Monitoring of several
channels in various
frequency bands of interest

 Example: strong earthquake
in the center of Italy in Fall
2016, seen by a seismic sensor
located in the Virgo central building
Adaptive threshold (if relevant)

About earthquakes: can use information from various networks (USGS, INGV…)
to know in advance that seismic waves from strong and distant earthquakes will
hit Virgo
 Few minutes accuracy
 The detector could switch to a particular configuration to ride out the storm 16

Band-RMS (CEB seismic sensor)
Associated threshold



Digest of the Observation Run 2 – ‘O2’
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LIGO
Hanford

LIGO
Livingston

Virgo
85%
duty cycle

Global
network

 LIGO-Virgo Network performance
 Single detectors:  Network:

Green  Good science data



Digest of the Observation Run 2 – ‘O2’
 LIGO-Virgo Network performance
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O3 preparation
 Dataflow

 Challenges 
 New data quality products – example: veto streams
 Low(er) latency: open public alert era
Automated data quality reports (DQR) for the (hopefully numerous) GW candidates
 Organization of collaboration-wide data quality shifts 19


