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Today’s Agenda

2

● VRE context 
○ ESCAPE & EOSC Future project
○ Scientific context
○ Computing challenges

● VRE components
○ AAI layer
○ User Interface and Notebook service
○ Distributed storage solution: ESCAPE Data Lake infrastructure
○ Distribute storage solutions.

● Demo
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European Strategy for Particle Physics 
“Large-scale data-intensive software and computing infrastructures are an 
essential ingredient to particle physics research programmes. The community 
faces major challenges in this area, notably with a view to the HL-LHC. [...] The 
community must vigorously pursue common, coordinated R&D efforts in 
collaboration with other fields of science and industry, to develop software 
and computing infrastructures that exploit recent advances in information 
technology and data science. Further development of internal policies on open 
data and data preservation should be encouraged, and an adequate level of 
resources invested in their implementation.”

2020 UPDATE OF THE EUROPEAN STRATEGY FOR PARTICLE PHYSICS
3

Upcoming experiments and Research Infrastructures facing a change of scale 
in computing needs, eg. the HL-LHC at CERN but also in Astronomy and 
Nuclear Physics.

● New generation of detectors, antennas and telescopes producing big 
data volumes, requiring massive processing power and support large 
user communities

Strong commonalities in the main distributed computing areas, eg. Data 
Management and Access, storage orchestration, Identity management, user 
analysis, etc.

Computing challenges become global

https://home.cern/sites/default/files/2020-06/2020%20Update%20European%20Strategy.pdf
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ESCAPE project
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● Address RI’s needs in Data Management, Access and 
Analysis for Astro-particle, Radio-astronomy, 
Gravitational Waves, Cosmology and Particle Physics. 

● Provide a fully working common data infrastructure “The 
ESCAPE Data Lake” to test novel data management tools 
and models, giving the opportunity to influence and steer its 
development.

● Expand collaborations and foster involvement with other 
Scientific Communities. Maintain and strengthen 
collaborations with related EC initiatives and projects. 

●  ESCAPE finished Jan '23 and become an open 
collaboration [link] 
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https://projectescape.eu/news/escape-future-event-recommits-escape-partners-collaboration-open-science
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● Work done on scientific (re)analyses has been extended in the context of the EU funded EOSC-Future project to 
establish an analysis platform (a Virtual Research Environment) for the community.

● Being developed in collaboration and for the scientific community based on two concrete use cases, "Science 
projects":

○ Dark Matter 
○ Extreme Universe 

● Aim:  
○ Create a proof of concepts (PoC) to demonstrate the utility of the solutions and technologies developed 
○ Integrate them into the EOSC landscape, as a prototype of an ESCAPE Cell in EOSC.

Common solutions developed within ESCAPE, being integrated in the VRE:

● Data Lake infrastructure
● Software repository
● Analysis platform tools
● Integration of the IVOA
● Outreach and citizen science

ESCAPE and the VRE 
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● The five science clusters in Europe are actively collaborating and joining efforts in these common goals 

The ambition of the European Open Science Cloud (EOSC) is to provide European 
researchers, innovators, companies and citizens with a federated and open 
multi-disciplinary environment where they can publish, find and reuse data, tools and 
services for research, innovation and educational purposes.
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EOSC
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VRE challenges
Can we make use of a all these heterogeneous scientific solutions from an unique "entry point"?

How can we provide CERN-born and HEP-specific technologies to the wider communities? 

Why do we want to do this ?

● Coordinate efforts to share with and learn from different communities 
○ more people means more manpower & knowledge

● Combine approaches towards common challenges

How do we do this? 

● Open Science initiatives
● FAIR principles 
● Data preservation and reproducible research/science
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Findable 
Accessible
Interoperable
Reusable
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Virtual Research Environment

The VRE is an open source analysis platform where 

researchers from various scientific communities have 

access to all the digital content (software, data, 

computational power) needed to to develop, share 

and reproduce an end-to-end scientific result in 

compliance with FAIR principles.

Co
m
m
un

ity

Software

Deployment
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Use case
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Dark Matter EOSC-Future Science Project 
→ Galaxy rotation curves --> a larger amount of gravitational mass is expected to exist in the universe.

→ It does not interact with the electromagnetic field and cannot therefore be seen.

→ Many DM candidates. Many experiments target the problem. Many different research approaches.

10
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Dark Matter EOSC-Future Science Project 
It is the perfect example for a use case, as both HEP and Astrophysics are researching limits of Dark Matter. 

● They need similar infrastructures 

● It would be useful to share software and expertise on how to use it
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The VRE aim is to provide:

● An infrastructure where to run an end-to-end analysis in one place 

● A solution to preserve the analysis steps in case of re-use 

● An interdisciplinary open science example from a bottom-up effort
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Combined 
DM plots 
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Direct DetectionAstrophysics Theory Indirect DetectionColliders
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An analysis workflow 
Data Collection

Experimental data generated 
at site

Data processing

Data is processed for 
analysis 

Analysis

Run with preserved, 
versioned software 

Result interpretation

Results are combined and 
compared across workflow

Result preservation

Of data, software, 
environment and 

computational steps for later 
reuse and share

ESFRI RIs Data Centres
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VRE components
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VRE components
1. federated Authentication and Authorization layer 

2. federated distributed storage solution

3. Notebook service with customizable containerised environments

4. computing cluster supplying the processing power 

15
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VRE components
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1. Authentication and Authorisation
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● INDIGO Identity and Access Management (IAM) 
service

○ adopted by WLCG for token usage
● supports authentication via 

○ EduGAIN
○ OIDC tokens
○ X.509 certificates/Virtual Organization 

Membership Service (VOMS) attribute 
provisioning services

● Instance deployed on a K8s cluster at INFN-CNAF 
Bologna 

● Rucio and Jupyterhub support IAM
○ Reana’s IAM support is under active 

development 

https://iam-escape.cloud.cnaf.infn.it/login 

https://iam-escape.cloud.cnaf.infn.it/login
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2. Storage: Rucio

VRE Rucio instance: 

1. cloud infrastructure
a. Rucio servers, daemons and webUI
b. manages API requests, user authentication, data 

upload, access, download and replication
2. central relational database 

a. backup services in case of major disruptions
3. Rucio Storage Elements (RSEs) 

a. Petabyte-scale 
b. Distributed, managed by partner institutions
c. Support for various storage technologies: EOS, 

StoRM, dCache, DPM, XRootD

18

Rucio is an open-source data management project initially developed by the ATLAS experiment to manage large volumes of data. 
It is now used by various CERN and non-CERN communities. 

https://rucio.cern.ch/  

https://rucio.cern.ch/
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2. Storage: Data Lake 
The Data Lake is a policy-driven, reliable, distributed data infrastructure able to deliver data on-demand at low latency to all types of 
processing facilities.

19

● ensures data security, quality, access

● Distributed and heterogeneous storage 

● File transfer with CERN’s File Transfer Service (FTS3)

● File upload and download with CERN’s grid file 

access library (GFAL2)

● Support for multiple protocols (gridFTP, HTTP(S), 

XRoot, S3)

https://fts.web.cern.ch/fts/
https://dmc-docs.web.cern.ch/dmc-docs/gfal2/gfal2.html
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3. Notebook service 

Rucio plug-in:

● Hides complexity of Data Lake – allows browsing Rucio database
● Performs user authentication to Rucio instance via tokens 
● Allows data replication from any storage element to back-end 

storage element
● Allows to assign a parameter to the data and easily import it in the 

notebook  

20

Allows users to easily interact with the underlying infrastructure by 
leveraging containerised environments. Used for preliminary analysis. 

https://github.com/rucio/jupyterlab-extension
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3. Notebook service
External Storage: 

● EOS storage element (RSE) of half petabyte FUSE mounted on the 
JH node 

● Data replication from the Rucio Data Lake to here when requested 
for analysis 

Other attributes: 

● 800GB CephFS volume, to install software, provided as shared, 
temporary storage solution

● Rucio and Reana libraries installed – interact as a client 
● CERN Virtual Machine FS (CVMFS) accessible from terminal 

21
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3. User Interface: Jupyterhub 

22

Available on FUSE mounted Rucio Storage Element
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4. Computing: Reana 
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Reana is a reproducible analysis project developed at CERN, to make 

the preservation of an analysis seamless. 

● Used for heavier analyses, it allows workflow distribution on 

various computing back-ends

○ K8s (default)

○ HTCondor

○ Slurm

● Intuitive declarative programming approach (reana.yaml file)

● Supports workflow engines (CWL, Snakemake, Yadage) 

● Installed on the VRE cloud infrastructure via Helm

https://reanahub.io/ 

https://reanahub.io/
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4. Computing: Reana 

24

1. input data and parameters

2. code

3. computing environments

4. computational steps

fetched locally 
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Summer project

Implementation of direct download from Rucio Data Lake to 

the Reana shared storage via a side-car container that 

allows authentication to the VRE Rucio instance. 

→ the analysis can be reproduced fully and independently 

from local storage. 

Reana + Rucio

https://indico.cern.ch/event/1191490/contributions/5011776/attachments/2507542/4312911/Agisilaos_Kounelis.pdf
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Technical Aspects & 
Deployment

26
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IT Architecture Overview

27
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IT Architecture Overview 

28

● Resources provided by CERN OpenStack
○ Computing - Container orchestrator (K8s)
○ Storage 
○ Networking

● Management of Infrastructure
○ Terraform - Infrastructure as code (IaC)
○ Services installed via Helm Charts
○ Infrastructure keep updated via GitHub Actions (+ Gitlab CI/CD)

■ Migration to a single repository
○ Sealed secrets
○ CERN Data Base On Demand (DBOD)

Source: https://developer.hashicorp.com/terraform/tutorials/automation/github-actions 

https://developer.hashicorp.com/terraform/tutorials/automation/github-actions
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The Cluster(s)

● One Prototype cluster 
currently in use with ~220 
registered users

● Improved and more 
powerful cluster under 
development

29
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Demo

30
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Dark Matter Dilepton Reinterpretation 
analysis 

31

To set limits on High-Luminosity LHC constraints on Z’ → 𝛘𝛘  and project them to 14 TeV to compute the fiducial cross-sections in 
lower mass regions. 
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Demo Video
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http://www.youtube.com/watch?v=bK27-mXRAV8
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We invite you to try the analysis platform!
The current prototype is available here:

https://escape-notebook.cern.ch

together with the documentation here:

https://datalake-rucio.docs.cern.ch/ 

Register a new account with  “ET-EIB 
workshop” in the Notes field.

It is still under development and subject 
to change!

33

https://escape-notebook.cern.ch
https://datalake-rucio.docs.cern.ch/
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In summary the VRE is..
.. an analysis platform as a whole, build from the bottom up! It integrates 
important scientific software, tools, and packages and offers a common entry 
point with the same authentication for all components. The deployment is 
kept simple and is extensively documented so it can be used by other 
institutes as a blueprint.

The platform is built CERN independent, with shared European resources and 
access to data from multiple experiments also outside of HEP. As a European 
effort, it is accessible to people from other institutes as well.

34
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Where to find us: CERN Meyrin site, room 513-1-014

Contact: vre-admin@cern.ch
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Thank you for your attention! 

VRE team
Domenic Gosein
Technical Student

- 
Mannheim University 
of Applied sciences
Computer Scientist 

Elena Gazzarrini
CERN Fellow

-
King’s College London 

Solid state physics 
background

Enrique Garcia
CERN Fellow

-
Univ. Autónoma de 

Madrid
Astrophysicist and 
software developer 

background
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Roadmap and timeline 
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ESCAPE project

2019 2020 2021 2022 2023

EOSC-Future project

2024

VRE presented 
at ACAT 2022

Initial designs 
of the VRE

Science Projects scientists 
onboarded on the VRE

VRE CHEP talk
First ESCAPE 

Data Lake 
prototype
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Future Development 
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Infrastructure as Code
Infrastructure as Code: terraform
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Cluster Modification with Scripts
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Terraform with Helm and Kubernetes
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Terraform Automation with GH Actions
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Source: https://developer.hashicorp.com/terraform/tutorials/automation/github-actions 

https://developer.hashicorp.com/terraform/tutorials/automation/github-actions
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Additional CI/CD

● IaC for cloud resources
● GitOps Tools additionally for 

K8s Manifests and 
Applications

● GitHub Actions for other 
workflows like the image 
registry

43
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Code Management and Documentation
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Secrets Management: Sealed Secrets
● Controller installed in 

the cluster
○ Has the key
○ Creates the K8s secret

● Client side utility to 
encrypt values and 
create the custom 
resource 
“SealedSecret”

45
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Database

● CERN Database on Demand 
Instance

● Postgres

46
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Core Notebook 
Service 
(JupyterHub)

Source: https://z2jh.jupyter.org/en/latest/_images/architecture.png (modified)
47

https://z2jh.jupyter.org/en/latest/_images/architecture.png
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Community
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Rucio-Reana: summer student project 
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Jupyterhub current architecture 
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Technologies 
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