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organization
EIB Chairs: Stefano Bagnasco (INFN), Patrice Verdier (IP2I Lyon - IN2P3)

ET-PP WP8 leaders: Achim Stahl (U. Aachen), Nadia Tonello (BSC)

Division 1: Software, frameworks, and data challenge support
                    Andres Tanasijczuk (UC Louvain)
Division 2: Services and Collaboration Support
                    Antonella Bozzi (EGO)
Division 3: Computing and data model, Resource Estimation
                    Gonzalo Merino (PIC)
Division 4: Multimessenger alerts infrastructure
                    Steven Schramm (Université de Genève)
TTG: Technology Tracking working Group
                    Sara Vallero (INFN Torino)

Liaison with OSB Div. 10: John Veitch (University of Glasgow), Elena Cuoco (EGO)
Joint ET-PP WP8 & ETC-EIB management (e.g., weekly call for coordination)

Task 8.1: T0 data center
     Leader: Patrice Verdier (IP2I-IN2P3)
Task 8.2: Computing and Data Model
     Leader: Anastasios Fragkos (Geneva)
Task 8.3: Resources
     Leader: Silvio Pardi (INFN Napoli)
Task 8.4: Data Access 
Implementation
     Leader: Nadia Tonello (BSC)
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EIB in ETMD
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Plan: use MDCs to evaluate community expectations and 
test prototypes

n First MDC: come as you are, we just provide data distribution (through 
IGWN)

n Second MDC: provide more tools and collect feedback
n Iterate

l Discussions at the Maastricht symposium
n But not much really happened since then… will start soon!

Mdc support



e-Infrastructure Board| Stefano Bagnasco, INFN
ET Monthly , Apr 9, 2024 | 6/743                       .

l Independent packaged parts of the final architecture
n Providing limited functionalities, possibly some as mere demonstrators
n But actually to be released to users (i.e., they MUST be functional)
n Different implementations may exist, with different tools/technologies used to 

provide same functionality
n Integration of existing tools, no excessive bespoke developments, to map “kits” 

onto smallish projects

l Examples:
n ESCAPE Datalake + RucioFS for data distribution
n IAM-based AAI 
n ESCAPE Datalake + VRE interactive data analysis
n OSDF + INFNCloud interactive data analysis
n “Packaged” and quality-tested MDC data generation tool
n Paul’s rich metadata tool

Workflow evaluation kits
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OSCARS
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Oscars proposals
l ETAP (Université de Genève)

n Access to multiple ESCAPE Data Lakes.
n Rich metadata service integration
n Access to multiple rich metadata instances
n A lightweight CRM service monitoring the VRE

l MADDEN (INFN-TO & Université Catholique de Louvain)
n Multi-RI Data Lake managed with Rucio, simulating data exchange with CE
n Development and test of RucioFS (POSIX FUSE mount of the Rucio catalogue)
n Extend RucioFS to support advanced metadata
n Strong synergy with Virgo O5

l Second OSCARS call (November?)
n Streaming data for LL?
n Something IVOA-related?
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l System based on widely-adopted tools and standards, plus our 
own flavour
n INDIGO IAM as core component
n ETMD as authoritative membership source
n SAML and OIDC services as identity providers (home institutions, ORCID, EGO Active 

Directory,…)

l Michel Jouvin (IJCLab) leading the integration work
n Involving ETMD (Gary Hemming), IAM developers (Francesco Giacomini et al.), CNAF 

support

l Next step: deploy!
n CNAF accepted to host the service
n Exact agreement details being defined (who does what?)

Iam & sso
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l CNAF will take responsibility for deploying the initial instance and later 
to upgrade it from one version to another one

l ET (persons to be identified, MJ +…) will take the responsibility to 
manage the VO (IAM instance configuration and usage) 

n Will not require access to the instance other than through the INDIGO IAM API/dashboard (i.e, 
no direct access to hardware).

l The vision/plan is that ET IAM accounts will be created/managed through 
ETMD, the ET member database, in a way similar to what is done for LHC 
experiments. 

n Users will not be able to apply for an account if they are not in ETMD. 
n During the initial phase, until the synchronisation scripts (based on INDIGO IAM API, not on 

direct access to the database) are put in place, some accounts for test/early adopter users will 
be created through the IAM dashboard as an exception but it will be a limited number of users.

l As ET is in an early phase we don’t have strong requirements for 24x7 
availability 

n Can live with the usual best-effort approach used by CNAF for these kind of services?

IAM & SSO
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l ETIC TT platform being built in Torino (“TechZoo”)
n Heterogeneous and expandable HPC platform
n Interoperable with the TeRABIT “HPC Bubble”
n Access layer via INFNCLOUD, common with similar facility at INFN-BO
n Usable for code porting, testing, special architectures, accelerators 

evaluation etc.
n …and for regular computing (e.g., numerical relativity)

l Hardware being configured, possibly more coming
n Very first timid activities starting (e.g., porting RIFT code to nVidia GH)

l Expect a call for ideas/applications in summer

Technology tracking @ETIC
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spectrumproject.eu21 May 2024 | CoP: First meeting with co-chairs
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JENa computing initiative
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Spot the difference

SPECTRUM project

l WG1: Data Management and 
Access

l WG2: Workflow management 
and organization

l WG3: Compute Environment
l WG4: SW Tools
l WG5: Scientific Use cases
l WG6: Facilities

JENA Computing Initiative

l WG1: HTC, WLCG and HPC
l WG2: Software and 

Heterogeneous Architectures
l WG3: Federate Data Management, 

Virtual Research Environments 
and FAIR/Open Data

l WG4: Machine Learning and 
Artificial Intelligence

l WG5: Training, Dissemination, 
Education
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ET-PP WP8

N
ad

ia
.T

on
el

lo
@

bs
c.

es



e-Infrastructure Board| Stefano Bagnasco, INFN
ET Monthly , Apr 9, 2024 | 16/743                       .

Save the date


